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ABSTRACT
Different spatial sound reproduction techniques are evaluated using a binaural auditory model. Ear canal signals for
different microphone techniques and different loudspeaker reproduction are simulated. Directional auditory cues are
calculated and directional quality is discussed. The results of recording techniques for stereophonic listening explain
the subjective opinions presented in literature : With coincident microphone techniques directionally fairly stable and
consistent virtual sources can be produced, and with spaced microphones more spread and ambiguous virtual sources
are achieved . In multichannel reproduction, none of the existing microphone techniques are found to produce good
directional quality. Both coincident and spaced microphone techniques produce spread virtual sources.

1 INTRODUCTION

The temporal and spectral structure of sound signal can be
captured and reproduced with good accuracy with modern
audio technology . In contrary, the reproduction of spatial at-
tributes of sound can not be judged to be accurate in general.
Spatial attributes denote here the part of sound perception
that is different in different listening rooms, and in different
listening setups within one room . Different spatial attributes

occur because direct sound, reflections, and reverberation de-
pend on listening setup and listening room acoustics.

Two-channel stereophony [1] is the most used spatial sound
reproduction method . The listener perceives all auditory ob-
jects appearing on a line between the loudspeakers . The line
can be thought to be an acoustical opening to the room where
a recording was made . Naturally, using such system a lis-
tener can not have equal perception of spatial sound as in the
recording room . In 70's there were many attempts to create
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2-D immersive sound perceptions by using four loudspeakers
in a square around the listener to enlarge the acoustic win-
dow [2] . Unfortunately the microphone techniques and analog
encoding-decoding from a multi-channel microphone via two
channels to four loudspeakers failed to create stable spatial
impressions . Ambisonics [3] is the only method that has sur-
vived.

In past ten years a five-loudspeaker listening standard (5 .1)
has been becoming more common. New microphone tech-
niques have been suggested for such loudspeaker systems. No
one of techniques have been commonly recognized . There
seems to be no implicite way to record spatial sound for multi-
loudspeaker systems with existing microphone types.

There has not been reliable ways to measure objectively the
perceptual quality of spatial sound reproduction systems. Re-
cently, work has been conducted on measuring the perceptual
directional qualities of amplitude panned virtual sources [4] .
The use of binaural auditory model has shown to be a reliable
tool for the evaluation of direction perception .

In this work the directional qualities of different reproduction
methods are measured objectively using the auditory model
applied in previous studies . The model is used to evaluate
different spatial sound recording methods for stereophonic se-
tups, evaluate first- and second-order Ambisonics in four- and
six-loudspeaker setups and evaluate a method to record spa-
tial sound for 5.1 systems.

2 SPATIAL HEARING

Spatial and directional hearing have been studied intensively ;
for overviews, see for example [5] or [6] . The duplex theory
of sound localization states that the two main cues of sound
source localization are the interaural time difference (ITD)
and the interaural level difference (ILD) which are caused re-
spectively by the wave propagation time difference (primarily
below 1 .5 kHz) and the shadowing effect by the head (primar-
ily above 1.5 kHz) . The auditory system decodes the cues in
a frequency-dependent manner.

The cues resolve in which cone of confusion the sound source
lies . A cone of confusion can be approximated by a cone
having axis of symmetry along a line passing through the lis-
tener's ears and having the apex in center point between the
listener's ears . Direction perception within a cone of confusion
is refined using other cues, such as spectral cues and effect of
head rotation to ITD and ILD. Spectral cues and head rota-
tion are considered to carry elevation and front-back informa-
tion . The precedence effect [5, 7] is an assisting mechanism of
spatial hearing. It is a suppression of early delayed versions of
the direct sound in source direction perception, which helps to
perceive direction of sound source in reverberant conditions .

In spatial sound reproduction, a sound source may be per-
ceived at a location within the confusion cone other than
where it was intended . The most common problems are front-
to-back and back-to-front confusions .

Both main cues of spatial hearing are decoded across the au-
dible spectral range; however, the relative importance of the
cues is unclear . Wightman et al . [8] have proposed that when
the cues are distorted, the auditory mechanism uses the cue
which is most consistent . A cue is consistent if it suggests the
same direction in a broad frequency band .
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Fig. 1: Standard stereophonic listening configuration .

3 SOUND REPRODUCTION TECHNIQUES

In sound reproduction chain the sound arriving from a phys-
ical sound source directly or via reflections or diffraction is
captured with microphones and stored . The stored signal is
thus the sound source signal convolved with the responses of
room and microphone . In listening phase the microphone sig-
nals are applied directly or via decoding matrix to loudspeak-
ers . A listener perceives sound and its spatial attributes .
A reproduced sound source is called as a virtual source . A
virtual source may appear to a point-like or spreaded location
with respective to a listener . If a realistic reproduction is de-
sired, virtual source properties should be equal that appeared
in recording room . Also, in realistic reproduction the percep-
tion of reverberation should be equal that occurs to a listener
in recording room . However, often a realistic reproduction is
not even desired, techniques that modify spatial properties of
virtual sources and reverberation may be used .

3.1 Stereophonic techniques
Stereophonic sound reproduction system is the most com-
mon way to reproduce spatial sound. In it two loudspeakers
are placed in front of a listener, as presented in Fig. 1 . The
loudspeaker aperture is typically 60 ° . Reproduced sound ob-
jects appear between the loudspeakers . If special techniques
such as cross-talk canceling [9] are used, virtual sources may
appear also at other directions, however, these techniques are
not considered in this paper.
Audio engineers have different ways to use this media. Some-
times the sound sources are reproduced point-like in spa-
tial arrangement that they appeared in reality, though com-
pressed to a line between the loudspeakers . Other approach is
to hide sound source directions and create a feeling to listener
that each source is spreaded evenly between the loudspeakers .
Naturally an immersive reproduction of reverberation is not
possible with a stereophonic setup. Typically it is reproduced
as appearing evenly between the loudspeakers . Some repro-
duction techniques are critisized that the reverberation is con-
centrated mostly to the loudspeakers, not to a line between
them .
There exists different methods to record spatial sound to be
presented with a stereophonic setup. Polar patterns available
for current microphones are of zeroth order (omnidirectional),
or of first order (figure-of-eight, cardioid and hypercardioid),
as shown in Fig. 2 . In this study microphones are considered
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to have an equal directional pattern at all frequencies .
A coincident technique denotes a microphone technique in
which two or more directive microphones are placed as close
as possible to each other, first used in [1] . In the resulting
signals there are thus no differences in phase, the only differ-
ences are in amplitude. Coincident microphone techniques are
therefore equal to amplitude panning [1] . In amplitude pan-
ning a sound signal is applied to several loudspeakers with
different amplitudes without time differences .
A non-coincident technique denotes a microphone technique
in which the microphones are separated in space. This pro-
duces also time differences between loudspeaker signals . The
directional patterns of the microphones may be of any form .
Some frequently used methods are listed below

Coincident techniques
- XY cardioids
- XY hypercardioids
- Blumlein

Non-coincident techniques
- ORTF
- Spaced omnidirectional microphones

The microphone techniques can also be divided to techniques
in which they are close to sound sources, or far away from the
sound sources . In this analysis the far away case is considered .
Such techniques are used to also capture the response of the
room or hall in which sound sources are. These techniques
are used commonly in recording of classical music. Typically
the sound sources are in front of the microphones, and the
response of the room arrives from all directions .
In following the far-away microphone techniques considered
in this paper are described briefly as in [10] and in [11] .
XY techniques . Two microphones are placed as close each
other as possible, and the polar pattern of the microphones is
typically cardioid or hypercardioid. The loudspeaker signals
therefore have no time differences, but have different ampli-
tudes. However, when a hypercardioid pattern is used, the
signals are in the opposite phase with certain sound source
directions . Base angle between microphones varies from 60 °
to 180° . Virtual sources are perceived quite consistently to
one direction independent on the frequency . These techniques
capture virtual sources louder from front than from behind .
The reproduction of reverberation has been criticized, it may
be perceived lacking "air" or "warmth" .
Blumlein pair consists of two coincident figure-of-eight mi-
crophones with a base angle 90 ° . As in XY techniques, there
are no time differences between loudspeaker signals . The
loudspeakers have 180° phase difference when sound source
is on left or right of the microphone setup. This method pro-
duces consistent virtual sources of sound sources that appear
in front or behind the microphone system . The sound sources
that are to either side of the Blumlein pair are localized in-
consistently . The virtual sources are captured equally loud
from all directions, and they are not colored . Blumlein pair
have also been criticized about lack of "air" or "warmth" .
Spaced microphones are typically separated with distance
between 20 cm and few meters from each other. Omnidi-
rectional pattern is commonly used in this technique . The
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captured signals occur at different times in different micro-
phones, the time difference depends on direction of arrival .
There might exist also differences of amplitude if the micro-
phones are far away from each other. The virtual sources
are localized inconsistently ; the localization varies with fre-
quency. However, the sound is often considered to be more
ambient", "airy" or "warm" than sound recorded with coin-
cident microphone techniques .
ORTF consists of two cardioid microphones spaced with 17
cm in a base angle of 110° . The captured signals differ both
in time and in amplitude. At low frequencies the system
equals to the XY cardioid technique, since the distance of mi-
crophones is small when compared to wave length . At high
frequencies there are also some prominent phase differences
involved in microphone signals . It is reported that percep-
tual qualities of virtual sources and reverberation would be
somewhere middle between qualities of coincident and spaced
techniques .
3.2 Multichannel systems
There has been many attempts to create microphone tech-
nique that would reproduce spatial sound over multiple loud-
speakers . Some of them are presented here .
3.2 .1 Ambisonics
Ambisonics [12] is a microphone technique that is based on
use of the Soundfield microphone [13] . Typically the output
of the microphone consists outputs of four different micro-
phones, that are an omnidirectional microphone (signal W)
and three figure-of-eight microphones faced towards three co-
ordinate axis (signals X, Y and Z) . Audio can be stored as
these signals, and the storage format is called B-format . In
reproduction the signals are matrixed in a way that the signal
applied to each loudspeaker corresponds to a signal that could
have been recorded with a hypercardioid or cardioid micro-
phone facing to the direction that corresponds to direction of
loudspeaker in listening room .
Typically the signals of a Soundfield microphone are matrixed
for a quadraphonic loudspeaker setup, in which the loud-
speakers are in directions of ±45° and ±135° . Quadraphonic
setup is a two-dimensional setup, thus only signals W, X and
Y are needed . If the loudspeaker signals of quadraphonic sys-
tem are denoted with RF, LF, RB and LB, (L = left, R =
right, F = front, B = back) the equations can be written as :

There exists also a modification of this technique in which the
multiplier 0.707 of W is replaced with 1 . The polar patterns
of loudspeaker signals are then cardioids.
A theory of second-order Ambisonics has been proposed [14] .
The method is based on a hypothesized second-order Sound-
field microphone that would output in addition to W, X, Y,
and Z signals also five signals having quadrupolic polar pat-
tern in different orientations . The polar pattern f(O) of sig-
nals fed to loudspeakers would then have form

f = 1 +2 cos(B) + 2 cos(20),

	

(5)
where 0 is space angle between the frontal axis of microphone
and the direction of sound source . It is not known if a 2nd-
order Soundfield microphone can be constructed .

DIRECTIONAL REPRODUCTION QUALITY

3.2.2 5.1 surround
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The most widely used multi-channel loudspeaker system is the
5.1 loudspeaker configuration . It has loudspeakers in direc-
tions ±110° , ±30° and 0° [15] . It is widely used in cinemas,
and is gaining popularity in domestic use also .
There exists various methods to record sound for it . One
way is to use Ambisonics techniques, which corresponds to
coincident techniques . Some spaced microphone configura-
tions have been also used with 5.1 system . In many cases mi-
crophones are in figure of star, facing approximately towards
the corresponding loudspeaker direction. Different directional
patterns of microphones are used . Special hardware may be
provided to mix the signals to loudspeakers or to perform
spectral filtering .

3.2 .3

	

Wave field synthesis
When the amount of microphones and loudspeakers is very
large (over 100), Wave Field Synthesis [16] can be used . It
reconstructs the whole sound field that appeared in recording
space to the listening room . It is superior as a technique, but
unfortunately it is unpractical in most situations . It is not
further discussed in this paper.

4 MODELING VIRTUAL SOURCE PERCEP-
TION

To simulate the directional perception of virtual sources, a
binaural auditory model was used in this study to calculate lo-
calization cues for the audio signals arriving to the ear canals .
Some simplifications must be, however, tolerated. In this
study we have restricted our scope by eliminating the influ-
ence of the precedence effect as much as possible so that it
does not have to be modeled. When the model lacks the
precedence effect, it gives reliable results only if all incidents
of a sound signal arrive within about a one millisecond time
window to ears . This can be achieved only in anechoic condi-
tions, since in all rooms there exists reflections and reverber-
ation that violate the 1 ms window . Qualitatively the results
are also valid in moderately reverberant conditions . Also, in
analyzed setups the microphones can not be separated more
than 35 cm, otherwise the loudspeaker signals would violate
the window .
The model of auditory localization used in this study consists
of following parts :

" simulation of microphone technique
" simulation of ear canal signals in listening phase
" binaural model of neural decoding of directional cues
" model of high-level perceptual processing

Since the use of the model is described elsewhere [17], it is
discussed here only briefly .

4.1

	

Simulation of ear canal signals
Sound reproduction simulation as well as torso and ear fil-
tering simulation in the model approximate the sound signals
arriving to listener's ear canals, which is shown in Fig. 3. In
this study, the audio signals applied to the loudspeakers are
calculated by simulating a microphone technique . The signals
arriving to the ear canals from each loudspeaker are computed

4
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virtual loudspeakers

entrance of the
left ear canal

Fig. 3: Simulation of ear canal signals in arbitrary sound
reproduction systems.

-~- ITD(f) [ms]

- ILD(f) [phon]

Fig. 4: Binaural model of directional cue decoding .

using digital filters that implement measured head-related
transfer functions (HRTFs) of corresponding direction. The
arriving HRTF-filtered loudspeaker signals are added together
to form ear canal signals .

4.2

	

Binaural model of directional cue decoding

A schematic diagram for the binaural model of neural de-
coding for directional cues is presented in Fig. 4. It takes
as input the sound signal arriving to the ear canals and com-
putes the decoded frequency-dependent ITD and ILD cues . It
models the middle ear, the cochlea, the auditory nerve, and
the binaural decoding . The middle ear, cochlea, and auditory
nerve models have been implemented based on the HUTear
2.0 software package [18] . The middle ear is modeled using
a filter that approximates a response function derived from
the minimum audible pressure curve [19] . The cochlear fil-
tering of inner ear is modeled using a 42-band gammatone
filter bank [20] . Center frequencies of the filter bank follow
the ERB (equivalent rectangular bandwidth) scale [21] . Audi-
tory nerve responses are modeled with half-wave rectification
and low pass filtering . The impulse sharpening that occurs in
cochlear nucleus [22] is modeled roughly by raising the signal
to a power of two.
The binaural computation consists of ITD and ILD decoding .
The neural coincidence counting [22] that performs ITD de-
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Fig. 5: Functional model of auditory localization .

coding is modeled using the cross-correlation calculation as
suggested by Jeffress [23] . The cross-correlations are calcu-
lated with a [-1.1 - 1.1] ms time lag range at each ERB band .
This produces a function for each frequency band that denotes
how the ear signals coincided with different time lags. The
time lag corresponding to the highest peak implies the ITD
in each frequency band . Due to low-pass filtering of auditory
nerve, the ITD corresponds to carrier shifts at low frequencies
and envelope shifts at high frequencies .
However, there may exist multiple prominent peaks in the
cross-correlation function in some cases . It has been shown
that if a peak appears in the same time lag at adjacent fre-
quency bands, it is considered more relevant in localization .
To implement this, a second-level coincidence counting unit
was also added [24] . The cross-correlation function at an ERB
channel is multiplied with cross correlation functions at the
next lower and upper ERB band . After this the highest peak
is found.
The loudnesses of each frequency band in each ear are cal-
culated using Zwicker's formulae [25] . Due to simplicity, this
model is used instead of the more thorough model proposed
by Moore [26] . The difference of loudness levels between the
ears at each frequency band is treated as ILD spectrum . The
loudnesses are summed at each ear and each frequency band
to form an estimate the overall loudness of a sound source .

4.3

	

Model of high-level perceptual stages

Higher levels of human auditory processing produce direction
perception as a fusion from ITD, ILD and other cues . These
auditory mechanisms are not well known, therefore a phys-
iologically based model can not be applied . However, the
modeling of high-level perceptions would be beneficial since
the ITD and ILD cues are measured in different scales, which
means that they can't be compared directly with each other.
Additionally, ITDs or ILDs can not be compared between
subjects due to individuality of the cues . If a mapping from
the cues to spatial directions that they correspond is formed,
the cues can be compared in such ways .
A straightforward method to form a such mapping is a func-
tional model that consists of a database that holds the sound
source ITDs and ILDs produced by a sound source at each
direction for each individual, which is illustrated in Fig. 5.
An auditory cue value that has been measured from a virtual
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source is transformed to a direction angle value by database
search . Two subsequent values are found between which
the cue lies . The resulting direction angle value is inter-
polated between these two values . The functional model
computes frequency-dependent ITD angles (ITDA) and ILD
angles (ILDA) . These cues present the azimuth angles that
the binaural properties of the measured virtual source sug-
gested at each frequency band . Since this study considers
only virtual sources in the horizontal plane, the database con-
sists of ITD and ILD values of sound sources at azimuths
0 = -90° , -80. . . . . . 90 ° .
The cues may behave in an unstable manner in some cases .
ILD may behave nonmonotonically with azimuth angles larger
than approximately 60°. Nonmonotonic parts of the ILD
curves are removed. If a larger virtual source ILD value exists
than is on ILD table, the response is extrapolated from previ-
ous values . However, the ILDA can not exceed 90° . The ITD
values calculated for the database from HRTF-measurements
also might be unstable, which would generate error to ITDA
estimation . Due to this, the ITD databases were post pro-
cessed . If one value differed considerably from adjacent val-
ues, it was replaced with the mean of values produced by the
same sound source at adjacent frequencies . Also, the validity
of computed ITDA values was checked and clearly erroneous
values were removed. The virtual sources may generate large
ITD values that do not correspond to any direction. If at
any frequency band the value of a virtual source ITD cue is
smaller or larger than any of database ITD values at the cor-
responding frequency band, the ITDA is not calculated and
is considered as a missing value in the data analysis.
4.4 Using auditory model in virtual source percep-
tion simulation
The ITDA and ILDA angles are calculated with 6 individual
HRTF sets to both side of the listener at 42 frequency chan-
nels . The resulting values obtained from left side HRTFs are
turned to right side values by inverting the cue value sign .
This results 12 estimates of the direction that the computed
cue suggests at each frequency band. The mean value and
standard deviation are calculated over individuals .
In the results the means and standard deviations of cue an-
gles with microphone systems and different sound source di-
rections are plotted to a same figure . The polarity of the cues
is changed to negative in roughly half of the virtual source
cues, this is to maintain clarity of the figures. The angle of
sound source incident is plotted to vicinity of the curve.
The model have some shortcomings . The ILD of sound
sources is nonmonotonic with azimuth at certain frequencies .
This yields that ILDA is an unreliable estimate of perceived
direction at those frequencies.
The evaluation system is tested by analyzing real sound
sources in different directions around the listener . Constant
values with frequency should be achieved in ideal case for cue
angles, which are shown in Fig. 6. It can be seen that ITDA
corresponds well to the direction of sound source . There are
minor deviations at large sound source angles . The ILDA
values behave consistently with directions below 50°. With
angles > 50° ILDA deviates from sound source direction gen-
erally, it is roughly correct only at frequencies higher than 4
kHz. The large deviations are caused by nonmonotonic ILD
behavior with source direction [5] . This suggests that ITDA
can be used in spatial sound analysis generally, in ILDA anal-
ysis it should be taken into account that ILD does not have
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large values between 700 Hz and 4 kHz.
Also, in the figure it can be seen that that sound sources in
a same cone of confusion produce equal ITD and ILD values .
In this case in same cone of confusion are 0° with 180° , 30 °
with 150° and 60° with 120° . Clearly the computed cue angle
value presents the angle between the median plane and the
sound source .

4.5 Directional loudness plot
Microphone techniques reproduce sound sources with differ-
ent levels depending on sound source direction. To estimate
the perceptual loudness of reproduced sound sources, overall
loudnesses of virtual sources were simulated with different di-
rections of sound sources . Loudness estimates are calculated
for all sound source directions, and are normalized with in-
verse of maximum value. A mean value over individuals is
taken. The resulting values are plotted to a polar plot as a
function of sound source direction. The plot is called as a
directional loudness plot . The recording and listening space
is assumed to be anechoic . This may limit validity of results
in reverberant listening conditions . For real sound sources
in anchoic conditions it is shown in Fig. 6. The rear sound
sources are suppressed mildly, this is because of human ear
directivity.

5 SIMULATING THE DIRECTIONAL QUALITY
OF SPATIAL REPRODUCTION

In this section virtual source direction perceptions are simu-
lated in various stereophonic and multichannel reproduction
methods. The microphone signals are computed by simulat-
ing a sound source and a microphone technique in anechoic
listening condition to directions 0°, 30 . . . . . . 180° around the
microphone system . The microphone signals are applied to
stereophonic or multichannel listening setup, also in anechoic
conditions . Each loudspeaker is simulated with by convolving
the simulated loudspeaker signal with a measured HRTF of
corresponding direction. This yields ear canal signals, from
which the auditory cues are calculated .
The results are shown as a figure that contains the directional
patterns of microphones, a directional loudness plot and com-
puted ITDA and ILDA cues . The directional loudness plot
describes how loud a recorded sound source appears in repro-
duction. The cues estimate to where it is localized.

5.1 Stereophonic reproduction
In this section various microphone techniques are simulated
that are used with standard stereophonic listening configura-
tion . The loudspeakers in reproduction are in all cases ±30'
directions .
All simulated microphone systems are symmetric with respect
to the median plane, which yields that there exists no differ-
ences between microphone signals with sound source 0° and
180° directions . This yields that in stereophonic listening
there is no interaural differences, which guarantees that ITDA
and ILDA have value zero . Cues for these directions are thus
not shown generally.

5.1 .1

	

XY Cardioids
Two cardiod microphones facing to ±45' azimuths were con-
sidered first . The results of the simulation are shown in Fig.
7 . As mentioned earlier, coincident microphone technique is
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equivalent with amplitude panning. A typical feature of am-
plitude panning can be seen in simulated cues . ITDA values
are consistent at low frequencies and ILDA values at high fre-
quencies . There are some deviations near 1.7 kHz, as also
found in [27] .
However, the directions of virtual sources do not coincide with
directions of sound sources, virtual source are located between
reproduction loudspeakers . The angles of sound source inci-
dents 0° . . . 150° are mapped linearly between 0° and 30 ° .
The method produces relatively consistent cues, which sug-
gests that the virtual sources are localized consistently to one
direction, as reported in Sec.3 .1 .
In the loudness plot it can be seen that this microphone setup
reproduces sound sources in frontal directions with greater
loudness than in rear directions . In recording of reverber-
ant halls this may not yield desired artistic impression . The
level of reverberation and reflections arriving from rear is sup-
pressed because of the directional patterns of microphones .
The lateral reflections and reverberation are not suppressed,
but they might be localized near the loudspeakers, which may
be undesirable .

5.1 .2

	

XYHypercardioids
The virtual sources were analyzed for a pair of hypercardioid
microphones in ±45' orientation . The resulting cue angle val-
ues are shown in Fig. 8 together with polar patterns ofthe mi-
crophones. Cue values for sound source incident 0° , 30 ° , 60 °
and 150° are similar as in cardioid simulation. With 90° and
120° sound sources somewhat ambiguous cues are achieved ;
the cue value is dependent on frequency and there are indi-
vidual differences .
A reason to this can be seen easily : The microphone signals
are in same phase with sound source directions 0° , 30 ° , 60 °
and 150° , for those cases the cue values have typical behaviour
of amplitude-panned sources . With other incidents the loud-
speaker signals are in opposite phase. This can be seen as
abnormal ITDA behavior at low frequencies . At some cases
the values do not exist at very low frequencies, this occurs
since the ITD has been larger than any sound source ITD.
At high frequencies ITDA values produced with anti-phase
signals tend to zero .
The loudness plot shows that this microphone pair reproduces
loudnesses of sound sources between -120° and 120° fairly
equally . However, in rear sound source directions the loudness
drops substantially .
This simulation thus suggests that when recording concerts in
halls this microphone system would produce quite consistent
localization for frontal sound sources, produce anomalous lo-
calization for reflections and reverberation coming from sides
and suppress sounds coming from back.

5.1 .3

	

Blumlein pair
A Blumlein pair was simulated, the results are presented in
Fig. 9. The polar patterns of Blumlein pair implies that
the loudspeaker signals are in same phase with frontal and
rear sound sources, and in different phase with lateral sound
sources . The simulation result should thus resemble result
obtained with hypercardioids . The similarity can be seen in
cue angle values: ITDAs of 0° , 30 ° and 150° sound sources
propose quite consistent directions at low frequencies, while
lateral incidents 60°, 90° and 120° produce abnormal ITDA
cues at low frequencies . With lateral incidents ILDA values

behave quite consistently, however differently from ITDA val-
ues.
The 150° sound source direction produces cues to opposite
side of the median plane. This proposes that sound sources
in rear left would be perceived in front right and vice versa.
This occurs since in rear a sound source is captured most
with a microphone that is connected to the loudspeaker on
opposite side of listener.
Differing from the results with hypercardioids, Blumlein pair
produces an equal loudness with all sound source directions,
as can be seen in loudness plot . Typically this affects repro-
duction of reverberation, reverberant field will be captured
more than with XY techniques . When compared with hyper-
cardioid results, a difference is also that the sound signals cap-
tured in antiphase were attenuated, and with blumlein pair
they are not. The anti-phase effect is thus more prominent,
and it also occurs with a wider span of directions .
5.1 .4

	

Spaced omnidirectional microphones
Two omnidirectional microphones spaced with 17 cm were
simulated . The results are shown in Fig. 10 . Since this micro-
phone system is symmetric with x- and y- axis, sound sources
in only one quadrant need to be simulated . The loudness pro-
duced by sound sources in different directions is similar from
all directions . However, the cues are very abnormal . ITDA is
almost zero at 200 Hz, and changes its value rapidly between
200 and 1000 Hz, after which it stabilizes to some fairly large
value . The ILDA behavior is very abnormal also, it oscillates
at low frequencies wildly and all directions stabilize near 0°
at high frequencies .
This simulation proposes that sound sources are perceived to
direction that is dependent on the frequency of sound. Also,
a virtual source may be spreaded heavily. Exception to this
is naturally for sound signals coming from azimuth 0° and
180° (with all elevations), since the microphone signals are
then equal, that produces a virtual source in center point be-
tween loudspeakers . However, for reproduction of reverber-
ation, this kind of spreading of directions might be desired ;
reverberation is then perceived evenly between loudspeakers .
This analysis coincides with subjective opinions about record-
ings made with spaced microphones. In practise the micro-
phones may be farther away from each other than in this
simulation . Unfortunately such cases can not be addressed
since the precedence effect is not modeled.
5.1 .5 ORTF
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ORTF microphone placement is somewhere middle between
coincident and spaced techniques . Two cardioids are placed
within 17 cm distance with ±55' angular orientation . Di-
rectional cues were simulated for ORTF, results are shown in
Fig. 11 . In loudness plot it can be seen that ORTF emphasizes
strongly frontal sound sources, which is due to polar patterns
of microphones . Theoretically it was stated that ORTF tech-
nique is equivalent with coicident microphone techniques at
low frequencies . This analysis suggests, however, that cues
behave differently from XY techniques starting already from
300 Hz . ITDA cues are concentrated near loudspeaker direc-
tions at higher frequencies . ILDA cues of sound source di-
rections 0°, -120 ° and 150° behave quite consistently, while
others fluctuate with frequency . There are also quite large
individual differences .
In overall, cue values are more ambivalent than as they occur
with coincident techniques, and more stable than with spaced
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Fig . 7 : Directional cues of XY Cardioid microphone technique in standard stereophonic configuration . The whiskers
denote 25% of standard deviation .
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Fig . 8: Directional cues of XY hypercardioid microphone technique in standard stereophonic configuration . The
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denote 25% of standard deviation .
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omni techniques . The perceptual qualities of ORTF technique
are considered to be between qualities of spaced omni tech-
niques and coincident techniques [11] . The simulation results
thus coincide the subjective experiences .
5.2

	

Multi-channel reproduction
Methods to reproduce spatial sound with horizontal loud-
speaker arrays are considered in this section . In these setups
there are loudspeakers also behind the listener . In this analy-
sis only ITDA and ILDA cues are considered, which may get
values from -90° to 90 ° . The ITDA and ILDA cues of virtual
sources must then be interpreted with corresponding cone of
confusion when sound source direction is over 90 ° ; e.g. when
sound source direction is 120° , cue values should be 60°, and
for source direction 150°, cue values 30 ° are optimal.
5.2 .1 Ambisonics
The four-loudspeaker horizontal Ambisonics was simulated .
It was found that the sound sources in a cone of confusion
produced similar cue angle values, which can be understood
because front-back symmetry of the loudspeaker setup. Thus
the results are shown in Fig. 12 only for sound source direc-
tions 0° , 30° , 60 ° and 90 ° . As with two-channel coincident re-
production methods, ITDA values at low frequencies are fairly
stable, however, they deviate from the target value promi-
nently, especially with large sound source directions . ITDA is
unstable at high frequencies . ILDA is also generally unstable
and deviates from sound source direction prominently, how-
ever, the ILDA for more lateral sound source directions have
generally greater magnitudes, than for directions nearer the
median plane. The stable ITD proposes that virtual sources
will be localized relatively stably to one direction. However,
their bias towards the median plane predicts that stable vir-
tual sources are not produced to lateral directions .
In the cues there is a large bump between 400 Hz and 3 kHz
in ILDA values . This mayproduce sensation of lateral virtual
sources, although the values are larger than any distant sound
source can produce, as seen in Fig. 6. Such values may lead to
near- or inside-head localization, since they may be produced
only with nearby sound sources . The simulation result with
hexaphonic setup was similar, and is not printed here . Also,
the simulation was repeated with cardioid patterns, which did
not produce significant differences .
Second-order Ambisonics was simulated with a hexagonal
loudspeaker setup in which loudspeakers are in directions
±30°, ±90° and ±150° . The results are shown in Fig. 13 .
The polar pattern is shown only for two microphones, the rest
are similar but in different orientations . Low-frequency ITDA
suggests quite consistently and accurately the sound source
directions, cues at higher frequencies are unstable and biased
prominently towards the median plane. ILDA cue does not
coincide with sound source direction generally. It seem to be
biased towards median plane, especially at high frequencies .
Both cues deviate between individuals .
In overall this simulation suggests that 2-nd order Ambison-
ics produces directional cues relatively accurately at low fre-
quencies, and fails to generate stable cues at high frequen-
cies . There might be some differences between individuals .
In recording of concert music it can be assumed that most
of sound sources would be localized correctly, since typically
instrument sounds contain frequencies below 1 kHz.
When compared to 1st order Ambisonics, it can be seen that
ITD values are more correct, and the bump of ILDA values
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between 400 and 3kHz is missing. This proposes that direc-
tional quality is better with 2nd-order Ambisonics than with
1st-order Ambisonics .

5.2 .2

	

A microphone technique for 5.1 reproduction
In recording techniques for 5.1 setup the microphones are of-
ten spaced considerably, that generates time differences be-
tween signals . The simulation of directional cues generated
with this technique is problematic, since the auditory model
used does not include the precedence effect . Many of proposed
microphone techniques have microphones in farther distance
than approximately 35cm from each other, that yields that
the precedence effect should be also modeled. Some 5.1 mi-
crophone layouts are described in [28] .
For this simulation a microphone setup was designed that
has enough small distances between microphones, it is shown
in Fig. 14 together with its simulation results . It has five
cardioid microphones, two of them facing to directions ±90°
and one to 0° , separated with 5 cm from the center point.
The signals of these three microphones were applied to cor-
responding frontal loudspeakers . Two microphones were in
±120° arrangement separated with 20 cm from the center .
Their signals were applied with -6 dB gain reduction to sur-
round loudspeakers .
Loudness plot shows that the microphone setup captures
sound sources with fairly equal loudness from all directions .
The -6 dB gain reduction was applied to rear loudspeakers,
because otherwise the rear sound sources would have been
reproduced prominently louder than frontal .
The ITDA behaves fairly consistently at low frequencies, how-
ever, the cues fluctuate more than with coincident techniques,
and they are compressed roughly between -30° and 30 ° .
High-frequency ITDA is fairly unstable . ILDA is generally un-
stable, especially at low frequencies . However, ILDA reaches
relatively large values with sound source direction 150° , which
may generate virtual sources also to lateral directions . There
are also large individual differences in cues . The simulation
suggests that this technique does not produce sound source
directions consistently. However, reproduction of reverber-
ation may be satisfying since due to unstable ILDA cues it
may be perceived to a large span of directions . It is not known
how well this analysis describes 5 .1 microphone techniques in
overall. Further studies should be conducted on this .

6 CONCLUSIONS

In this study the directional qualities of different reproduction
techniques were estimated using a binaural auditory model.
The usability of the model was discussed, it was proposed
that the model is valid for ITD analysis in general and ILD
analysis with some restrictions .
The analysis results for different spatial sound recording sys-
tems for stereophonic listening verified the subjective opinions
presented in literature . With coincident microphone tech-
niques fairly stable and consistent virtual source can be pro-
duced, and with spaced microphones more spread and am-
biguous virtual sources are achieved .
The recording techniques for multi-channel sound were found
to be behind the technical status of microphone techniques for
stereophonic listening when directional quality was taken into
account. First-order Ambisonics produces fairly stable ITD
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Fig . 12 : Directional cues of Ambisonics four loudspeaker reproduction technique in standard stereophonic configura-
tion . The whiskers denote 25% of standard deviation .
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cues at low frequencies, although biased towards the median
plane. There are some unnatural behavior with ILD cues
which may cause surrounding perceptions and inside-head lo-
catedness. Second-order Ambisonics seems to be a promising
microphone technique, low-frequency cues were stable and un-
biased . However, it is not known if a microphone needed in
it can be constructed . A sample microphone technique for
5.1 recording was analyzed . It was found that the directional
cues generated were not consistent, however, the generated
cues might be satisfying in reproduction of reverberation .
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