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In this Master's Thesis the simulation of the wideband radio channel using m¢
data is investigated and implemented. In radio interface simulations the radio

is commonly implemented as a statistical model, often derived from measu
campaigns. In this work the methods and performance of using measured d

simulations are studied, along with all the processing that has to be donsg
measured data for adapting it to the simulation. This method is intended to |
for modelling the wideband radio channel in the study of WCDMA systen
multiple access technique chosen for the UMTS by ETSI.
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The main tasks of this work were establishing the link between measured data and

the simulation model, and comparing the results of this approach with the trag
ways of simulating the radio channel. The simulation tool used was COSSAP,
used for link level simulations. The comparison has been done consider
duration of the simulations with both models, because the radio channel tak¢
part of the time of the overall system simulations.

The results observed were a significant reduction, more than 6 times, in the g
of the simulation when using experimental data, and a slight increment of sim
time (some seconds), compared to the statistical models (tens of seconds), \
number of taps or the speed of the mobile were increased. Another advantag
modelling method is that it reproduces in a more realistic way the behaviour
radio channel, because it is based on actual data, and not on statistics.

In this thesis a basic link between measured data and simulation model was
The future work for upgrading this approach will include the implementatig
superresolution methods, the study of noise and interference implementatiof
overall system simulation and methods for the interpolation of IRs.
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Gran parte de las comunicaciones moviles actuales hacen uso de canales d¢
banda estrecha, pero el desarrollo de las mismas hacia los nuevos servicic
entre otros, acceso a Internet o transmision de video en tiempo real requer
velocidad de transmision de datos mayor que la actual, y por lo tanto un af
banda mayor. Con este objetivo se estan desarrollando la tercera y cuarta ge
de telefonia moévil. Para el estudio de las diferentes técnicas de moduy
codificacion, recepcién y demas elementos presentes en un sistema de comy
para estas nuevas tecnologias es imprescindible el uso de simulaciones. Uy
elementos mas importantes en estas simulaciones es el canal de radio
principalmente a su naturaleza variante e impredecible y a que consume €
tiempo de la simulacion debido a su complejidad.

Tradicionalmente el modelado del canal de radio para los diferentes sistemal
por ejemplo GSM o CDMA 1S-95) se hace de una forma estadistica. Estos n
se establecen mediante la realizacion de largas campafias de medidas y
proceso y estudio de los datos obtenidos, sobre diferentes sistemas y entc
proceso anterior deriva en recomendaciones, tal y como ocurre en la recome
GSM 05.05 o en el IS-95 para CDMA, en modelos para utilizar en los pro
donde se llevan a cabo estas medidas, como ocurrié en los proyectos (
ATDMA o en modelos definidos por los cuerpos de standarizacion, como es
de los modelos de la ITU. De este modo se puede reproducir el canal de radi
forma facil, pero de estructura compleja, ajustada a los datos medidos y ser
de este modo en las simulaciones.
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En este proyecto se investiga otra forma de modelar el canal de radio de bang
utilizar datos medidos en las simulaciones. Para ello es necesario someter a
medidos a una serie de procesamientos para adaptarlos a la simulacion, ta
sera explicado posteriormente.

Con este modelo se pretende lograr las siguientes ventajas:

Reproduccién mas realista del comportamiento del canal de radio
Reduccion del tiempo empleado en la simulacion del canal de radio

Facil extension del modelo a cualquier tipo de datos medidos, independient
del sistema (GSM, CDMA IS-95 o WCDMA) o tipo de entorno (urbano,
urbano, montafioso, etc ...)
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Los datos utilizados para este estudio han sido obtenidos con el medidor de
de radio de banda ancha, desarrollado en el Instituto de Radiocomunicaciong
de la Univesidad Tecnoldgica de Helsinki (HUT). Las Respuestas Impulsiva
del canal de radio son obtenidas tras someter los datos medidos a un proct
este proceso es necesario adaptar las Rls al simulador y al modelo de simulg
caracteristica principal del canal de radio de banda ancha es la existe
multitrayecto, y por tanto de la llegada de replicas de la sefial tranmitic
diferentes retardos y amplitudes provocados por los diferentes trayectos st
sumandose todos para formar la Rl del canal. Este efecto provoca que el can
tener desvanecimiento y ser selectivo en frequencia.

Los estudios de este proyecto se han realizado sobre el simulador COSS
simulador ampliamente utilizado para simulaciones a nivel de enlace, y el
para implementar el canal de radio de banda ancha estd basado en un
respuesta impulsiva finita (FIR), ampliamente utilizado para este fin. Los coefi
de este filtro representan los diferentes retardos de la Rl y sus valores la amj|
los mismos. La naturaleza variante del canal es implementada actualizan
cierto tiempo, dictado por los parametros de la simulacion y los de los datos
los coeficientes del filtro que representan la RI.

La adaptacion de los datos medidos experimentalmente se basa fundamental
la obtencion de las Rls a partir de los datos medidos, interpolacion de RIs, n
de cada RI a una frequencia diferente, definicién de los coeficientes que rep
el retardo y célculo de la frequencia de actualizacién de RIs en la simulag
continuacion la necesidad e implementacion de cada uno de estos pas
resumidos.

Obtencion de las RIsDepende de la configuracion del sistema de medicion g
gue se han obtenido los datos, si es mediante un correlador deslizante, |
obtenidos representan las RIs, mientras que si es mediante muestreo direct
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Por la razén anterior hay otros modos de obtener una serie inicial de RIs, co
resolucién, a las que posteriormente se las someterd a una serie de ¢
procesamientos para obtener la resolucion requerida. Estas técnicas se cono
métodos de superresolucion.

RemuestreoCada RI obtenida esta formada por una serie de muestras separa
una por un retardo que depende de la frequencia de muestreo del sistema d¢
En el modelo implementado (filtro FIR) esta separacion esta fijada por la frec
de muestreo de los datos a simular (dado por el sistema a simular), por lo
necesario volver a muestrear cada Rl a la frequencia requerida, previo filtra
evitar solapamiento.

Interpolacion de RisDebido al sistema de medicion utilizado se suele med
namero de RIs por unidad de espacio relativamente pequefio (generalmente
unidades de RIs por longitud de onda). Medir un nimero mayor de RIs h
campafa de medicion larga y tediosa. Por esta razén el resto de RIs neceg
introducidas mediante interpolacion sobre la medidas. Este proceso es
realizado en los modelos de canal estadistico, donde el nimero de RIs por
de onda generadas es constante y el numero final de Rls, dependiente de la
del mébil a simular, establecido mediante interpolacion . Previos trabajd
demostrado que el nimero de RIs por longitud de onda usado en las simu
tiene un efecto importante en los resultados finales y que su valor minimo ne
se sitla cerca de las 30. Este parametro influira en el indice de actualizacig
Rls, como se expondra mas adelante.

Definiciobn de los coeficientedJna vez seguidos los pasos anteriores los
obtenidos podrian ser utilizados en la simulacion, pero estariamos consider
ellos el ruido introducido por el canal y por el sistema de medida. Por lo tg
necesario una previa definicion de los coeficientes. Para ello se conside
posibles técnicas.

- Superresolucién: La cual conlleva resultados buenos a costa de un ¢
y largo proceso.

- Umbral de ruido: Modo mas sencillo pero con peores resultados
anterior, consistente en considerar las muestras que no superen el umbral col
La dificultad radica en establecer cual es el umbral adecuado.
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Todos los procesamientos descritos hasta ahora se llevan a cabo en este trabajo en
MATLAB, aunque cualquier otra herramienta similar puede ser utilizada. Ep este
punto los datos estan preparados para poder ser usados en la simulacion, lo {inico que
hay que hacer es convertirlos al formato del simulador, con este propdésito un
programa en lenguaje C ha sido implementado para convertir estos datos de
MATLAB a COSSAP. También se ha creado en COSSAP el modelo de canal de
radio, consistente en un bloque que lea las RIs y el filtro FIR modelando el canal, con
coeficientes y datos de entrada complejos. El siguiente paso consiste en definir la
frequencia de actualizaciéne las RI en la simulaciones, esta depende de las
caracteristicas de los datos medidos, exactamente del nimero de RIs por longitud de
onda de los datos usados, de la longitud de onda, de la velocidad del mébil y de la

frequencia de muestreo de los datos a simular.




En este trabajo ademas del estudio y realizacion de todos los procesgmientos
expuestos anteriormente se han hecho una serie de simulaciones para comprobar que
este modelo es efectivamente realizable y una comparacién con los otros modelos
estadisticos que pueden ser utilizados en términos de duracion de la simulagion. Los
resultados indican que este modelo es mucho mas rapido que los modelos
estadisticos (seis veces mas rapido en termino medio). Otro efecto a considerar es
gue el impacto de aumentar la velocidad del mévil o el nimero de trayectos seguido
por la sefal transmitida en el modelo de canal de radio es bastante menpr en el
modelo con datos experimentales que en el modelo estadistico.

Como un primer estudio sobre la utilizacion de datos experimentales en simulaciones
de canales de radio de banda ancha en el Instituto de Radiocomunicaciones de la
HUT, este trabajo representa un estudio basico, exponiendo las mudltiples |vias de
investigacién sobre el tema en el futuro. Estas vias no han sido investigadas en este
proyecto por su complejidad, la cual haria durar el proyecto fin de carrera mugho mas
tiempo del requerido y disponible, entre estas se encuentran:

- Aplicacién de métodos de superresolucion

- Estudio del método de interpolacion de Rls

- Estudio sobre la implementacion de ruido e interferencia en simulaciones

donde se utilicen datos experimentales para modelar el canal de radio.

La investigacidon de estos puntos seguira a cabo en el mismo lugar donde se realiz6 el
proyecto una vez presentado éste, sirviendo como una base sobre la gue seguir
investigando.
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Tassad diplomitydsséd tutkitaan mitattuun dataan perustuvaa laajakaistaisen
radiokanavan simulointia. Radiorajapintasimuloinnissa radiokanava on tavallisesti
implementoitu tilastollisella mallilla, joka on usein johdettu mittauskampanjasta.
Tassa tyossd tutkitaan mitatun radiokanavan kayttamistd sellaisenaan kanavan
mallina, tdm&n vaikutusta simulaattorin suorituskykyyn, seka esiprosessointig, joka
tarvitaan datan muuttamiseksi simulaattorin hyvaksymaan muotoon.

Tarkasteltavaa menetelm&a on tarkoitus kayttdad laajakaistaisen radiokanavan
simulointin  WCDMA-jarjestelméassa, joka on ETSIEn UMTS:44n valitsema
monipddsymenetelma.

Taméan tyon pdaatehtavat olivat peruslinkin  muodostaminen mitatun datan ja
simulointimallin vélille sek& saatujen tulosten vertailu tilastollisella mallilla saatuihin
tuloksiin. Kaytettava simulointiohjelma on COSSAP, joka on yleisesti kaytetty
linkkitason simulaattori. Tuloksia vertaillaan tarkastelemalla mallien simulojntiin
kuluvaa aikaa, koska radiokanavan simulointi edustaa suurinta osaa koko
jarjestelmén simulointiin kuluvasta ajasta.

Tulokset osoittavat, ettd mitattuun dataan perustuva malli johtaa merkittavasti
(yleensa yli kuusi kertaa) lyhyempaéan simulointiaikaan kuin tilastollinen malli, [a ero
korostuu kasvatettaessa nopeutta tai monitiekomponenttien lukumaaraa. Mijtattuun
dataan perustuvan mallin simulointiaika kasvaa talloin joitakin sekunteja
(tilastomallilla kymmeni& sekunteja). Toinen kaytettavalla mallilla saavutettaya etu
on, ettd radiokanavan kayttaytyminen toistuu realistisemmalla tavalla, kogka se
perustuu mitattuun dataan eika tilastoihin.
Tassa diplomitydssa toteuttiin peruslinkki mitatun datan ja simulointimallin vélille.
Tulevaisuudessa tata tullaan tdydentdmaan toteuttamalla superresoluutiomenetelmia,
menetelmid impulssivasteen interpoloimiseksi, seka tutkimalla kohinga ja
interferenssié kokonaisen jarjestelmén simuloinnissa.

Avainsanat: Impulssivaste, laajakaistainen monitieradiokanava, kanavamalli,
kanavaluotain, WCDMA
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ABBREVIATIONS AND SYMBOLS

List of abbreviations

AGC
ARMA
ATDMA
AWGN
BDE
BER
BPSK
CoDiT
COSSAP
COST

CPU
DOA
DP
DS
DSP
ESPRIT
ETSI
FDMA
FIR
GSM
IR
ILPF
IR
IRC

IS

ITU
LOS
LSE
MF
MFD
MUSIC
MWRC
NLOS
PCS
PDP
PRBS
RACE

SAW
SBT
SDS
SIRCIM
SNR

Automatic Gain Control
Autoregressive Moving Average
Advanced Time Division Multiple Access

Additive White Gaussian Noise

Block Diagram Editor

Bit Error Rate

Binary Phase Shift Keying

Code Division Testbed

Communications Simulation and System Analysis Program
European Cooperation in the field of Scientific and

Technical Research

Central Processing Unit

Direction Of Arrival

Dominant Path

Direct Sequence

Digital Signal Processor

Estimation of Signal Parameters via Rotational Invariance Techniques
European Telecommunications Standards Institute

Frequency Division Multiple Access

Finite Impulse Response

Global System for Mobile communications

Infinite Impulse Response

Ideal Low Pass Filter

Impulse Response

Institute of Radio Communications at the Helsinki University of

Technology

Interim Standard

International Telecommunications Union

Line Of Sight

Least Square Error

Matched Filter

Matched Filter Deconvolution

Multiple Signal Classification

Multipath Wideband Radio Channel

Non-Line Of Sight

Personal Communications System

Power Delay Profile

Pseudo Random Binary Source

EU research programme "Research and development into Advanced
Communications technologies for Europe"

Surface Acoustic Wave

Sequential Bit Tuning

Stream Driven Simulator

Simulation of Indoor Radio Channel Impulse Response Models
Signal to Noise Ratio

11



SR
STDCC
TDMA
ULA
UMTS
WCDMA
WIRCS
WMRCS

Superresolution

Swept Time Delay Cross-Correlator

Time Division Multiple Access

Uniform Linear Array

Universal Mobile Telecommunications System
Wideband Code Division Multiple Access
Wideband Impulse Response Channel Simulator
Wideband Multielement Radio Channel Sounder

List of symbols

Hye ()
He(f)

g—_l—l_xx_:f

~—~
~+
~

®

z3 3L

—

Convolution sum
Amplitude

Autocorrelation function of the probing signal
Doppler spread

Speed of the light
distance
close-in reference distance

Fading spectrum

Clock frequency difference (sliding correlator)
Carrier frequency

Coherence bandwidth

Chip frequency

Maximum Doppler shift
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Individual path output power

Path Loss
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Frequency response of the probing signal
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Probing signal

Chip duration
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Wavelength
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Delay
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1.- INTRODUCTION

Today's mobile radio communication uses mainly narrow bandwidth, but the
recent demand of new services, such as full-motion video, Internet access or video
conferencing, will require higher bandwidths. Before the implementation of these
new services, study of the different system options is needed. Therefore simulations
play an important role in analysing the performance of the possible communication
techniques. Simulators are useful for assessing the effectiveness of modulation,
coding, equalisation and diversity techniques to combat the channel impairments.

In the wideband wireless environment one of the most important elements is
the radio channel. Because of its variable and unpredictable behaviour it is usually
difficult to model it in a correct way. This is done commonly by extensive
measurement campaigns and further study of the results, vyielding to
recommendations (such as GSM, IS-95 or ITU models for the radio channel) that
later will be used in the simulations.

In every simulation of radio communication systems one of the most
important blocks, regarding time consumption and difficulty, is the radio interface.
For the simulation of this block a channel model is needed . There are several models
in use, but the most popular nowadays is tthasversal Finite Impulse Response
(FIR) filter, that is the one used in this work. It has been used extensively for the
simulation of the radio interface, regardless of the system concepts, radio
environments, different bit rates or different access methods.

Usually the tap coefficients of this FIR model are taken from statistical
studies based on measured data or from recommendations (such as 5.05 in GSM or
IS-95 in CDMA). This way the radio channel can be easily reproduced. One major
drawback is that simulating the radio channel in this way takes most of the time of
the system simulation, and as a statistical model it doesn't always represent the real
behaviour of the channel. It is just an approximation agreed to be used and yielding
to acceptable result.

A different approach is presented in this work, trying to overcome all these
drawbacks: the coefficients are taken from experimental data. The data is measured
by the IRC wideband radio channel sounder and adapted to the channel model and
the simulation via signal processing. The simulator used is COSSAP, a stream
driven simulator, where the driving force is the stream of data, not time (as happens
in the time driven simulators). This type of simulators has been used previously for
studying the performance of other systems like GSM and CDMA.
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The goal of this work is to present the way how the measured data is used in
the channel model for the simulations and study the performance of this approach in
comparison with the classical methods for radio channel simulation, regarding speed
and the actual way of reproducing the radio channel. It is thought that the use of
actual measured data in the simulations may vyield to a better performance of the
system and to an improvement of the effectiveness of the options under study (such
as modulation schemes, coding, equalisation, ... ) when they are implemented in the

working system, because it represents in a more realistic way the actual behaviour of
the radio channel.

The use of measured data for modelling the radio channel is also expected to
yield to higher simulation speeds in comparison with the classical statistical methods
applied. This way it will not be difficult to incorporate wideband models of multipath
channel behaviour measured in different mobile and radio portable environments and
at different frequencies as empirical data become available.

First in Chapter 2 a general review about the different ways of modelling the
radio channel will be presented. In chapter 3 the description of the different sounding
techniques will be presented, along with the sounder system, developed in the
Institute of Radio Communications (IRC) of the Helsinki University of Technology,
and used for measuring the data that will be used in this approach. In Chapter 4 the
processing that has to be done to the measured data for adapting it to the simulation
will be explained. In Chapter 5 the implementation of radio channel models in
COSSAP will be described for both approaches: the statistical model and the one
presented in this work, using measured data (WIRCS model). Finally in Chapter 6
the testing done for evaluating the performance of the WIRCS model in comparison

with the classical statistical models will be presented, followed by the conclusions in
Chapter 7.
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2.- CHANNEL MODELLING

The radio interface of the future wideband radio transmission systems is
becoming complex because of the dispersive, time variant nature of the radio
channel. For narrowband case the radio channel can sometimes be evaluated
analytically, under some simplifications, but for wideband case usually a simulation
is needed due to the complexity. In these simulations the implementation and choice
of the channel is one of the most important tasks in the overall process, that's why
this field have been extensively researched, yielding to different models, as it will be
presented next.

There are several mobile radio channel propagation models, distinguished by
the travel distances and the different effects on the transmitted signal. Mainly two
different propagation cases can be considered: Large-Scale Path Loss, and Small-
Scale Fading, or fast fading. A more detailed description of these models is given in
[1] and [2], in this section a brief description of the different models will be
presented.

2.1. Large-Scale Path Loss models.

The Large - Scale Path Loss propagation models predict the mean signal
strength for an arbitrary separation distance between transmitter and receiver (T-R).
They are useful in estimating the radio coverage area of a transmitter, since they
characterise signal strength over T-R separation distances varying from several
hundreds of meters to thousands.

The main parameters that will affect the different models will be:

* T-R distance.
e Height of the T-R antennas.
* Environment.

This models are as well divided into two different cases: Log - distance Path
Loss Model and Log-normal Path Loss Model, whose main difference is the
consideration of the environment features.

The Log-distance Path Loss Models state, from theoretical and measurement
based propagation models, that the average received signal power decreases
logarithmically with distance, both in indoor and outdoor radio channels. The
average large-scale path loss for an arbitrary T-R separation is expressed as a
function of distance by using a path loss exponent,

— Od O
PL(d) O EHTE (2.1)
or
PL(dB) = PL(d,)+10 nog(di) (2.2)

0
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wheren is the path loss exponent which indicates the rate at which the path loss
increases with distancel, is the close-in reference distance which is determined

from measurements close to the transmittes, the T-R separation distance, and the
bar indicates the ensemble average of all possible path loss for a given vdlue of
When plotted on a log-log scale, the modelled path loss is a straight line with a slope
equal to 1@ dB per decade. The value nfdepends on the specific propagation
environment. For example, in free spaces equal to 2, and when obstructions are
presenn will have a larger value (typically 3-5, depending on the environment).

The Log-distance Path Loss model, given in Eq. (2.2), doesn't consider that
the surrounding environmental clutter may be vastly different at two different T-R
locations, being separated by the same distance. This yields to measured signals
which are very different from the average value predicted by Eq. (2.2). Measurements
have shown that at any given distarttéhe path loss at a particular location is
random and distributed log-normally (normal in dB) about the mean distance
dependent value:

PL(d) = PL(d)+ X, = PI( ¢)+10 nog(di)+ X, (2.3)

0

where X is a zero-mean Gaussian distributed random variable (in dB) with standard
deviationo (also in dB).

This phenomenon is known as log-normal shadowing, or Log-normal Path
Loss Model. The log-normal distribution describes the random shadowing effects
which occur over a large number of measurement locations, where the T-R distance
is the same. Simply put, log-normal shadowing implies that measured signal levels at
a specific T-R separation have a Gaussian (normal) distribution about the distance-
dependent mean given by Eqg. (2.2), where the measured signal levels have values in
dB units.

2.1.1 Outdoor propagation models.

Any single model does not predict every variation that will take place in the
environment, the methods used vary widely in their approach, complexity and
accuracy. To overcome this obstacle sometimes a combination of several models is
used, depending on the environmental conditions relevant to the situation.

In this section the most common outdoor propagation models used nowadays
for prediction of path loss will be described, as they are presented]in [1,2

Free space.

Free space path loss is usually the reference point for all the path loss models
employed. The equation that is used for determining free space path loss is based on

the relationl/R?, or 20 dB/decade path loss.
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Okumura model.

Okumura's model is one of the most widely used models for signal prediction
in urban areas. Okumura developed a set of curves giving the median attenuation
relative to free space in an urban area. This model is wholly based on measured data
and does not provide any analytical explanation.

Hata model.

The Hata model is an empirical formulation of the graphical path loss data
provided by Okumura. Hata presented the urban area propagation loss as a standard
formula and supplied correction equations for applications to other situations.

Cost231 Hata.

The European Co-operative for Scientific and Technical research (EURO-
COST) formed the COST-231 working group to develop an extended version of Hata
model. It is very similar to Hata model with the exception of extended frequency
range and correction factors added based on the geography that the model is applied
to.

Cost231 Walfisch/lkegami.

The Cost231 Walfisch/lkegami propagation model is used for estimating the
path loss in an urban environment for cellular communications, it is a combination of
empirical and deterministic modelling for estimating the path loss in an urban
environment over the frequency range 800 to 2000 MHz. It takes into account the
impact of rooftops and building height.

Wideband Personal Communication Services (PCS) Microcell Model.

Work by Feuerstein [3] described statistics for path loss, multipath, and
coverage area, developed from extensive measurements in line-of-sight (LOS) and
obstructed line-of-sight (NLOS) environments. This work revealed that a 2-ray
ground reflection model is a good estimate for path loss in LOS microcells, and a
simple log-distance path loss model holds well for NLOS microcell environments.

Out of these models, most cellular operators use a version of the Hata model
for conducting propagation characterisation, while the PCS operators are using either
Hata or Cost231Hata model as their primary method to determine path loss. The
Cost231 models (both Hata and Walfisch/lkegami) are used primarily in Europe for
GSM modelling and in some propagation models for cellular systems in the United
States.
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Other models found in the literature [1,2] are Carey, Elgi, Longley-Rice,
Durkin, Bullington and Lee.

2.1.2.- Indoor propagation models.

This section outlines models for path loss inside buildings. The indoor radio
channel differs from the traditional mobile radio channel in two aspects:

* The distances covered are much more smaller.

» The variability of the environment is much greater for a much smaller
range of T-R separation distances.

The models presented in [1] are:
Partition Losses

These models take into account the different partitions existing inside
buildings (e.g. brick or plaster board walls, wood or metal reinforced or
nonreinforced concrete between floors, etc ... ) which have effect on the path loss.
Researches have formed extensive data bases of losses for a great number of different
types of partitions.

Log-distance Path Loss Model.

Works by many researchers developed the indoor path loss equation given by:

PL(dB) = PL(¢)+10 nog(di)+ X 2.4)

0

where the value oh depends on the surroundings and building type, &pd
represents a normal random variation variable in dB having a standard deviation of

o dB. Notice that equation (2.4) is identical in form to the log-normal shadowing
model of equation (2.3).

Ericsson Multiple Breakpoint Model.

The Ericsson radio system model was obtained by measurements in a
multiple floor office building. The model has four path loss breakpoints (in a log-log
scale) and considers both an upper and lower bound on the path loss.

Attenuation Factor Model.

The Attenuation Factor Model is an in-building propagation model that
includes the effect of building type as well as the variations caused by obstacles. This
model provides flexibility and was shown to reduce the standard deviation between
measured and predicted path loss compared to the case when only a log-distance
model was used.
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Motley-Keenan Model.

The Motley-Keenan Model is an empirical model which takes into account
the attenuation due to walls and floors in the T-R way. This way it could be
considered as a Partition Losses model or as a Attenuation Factor Model, but it is
widely accepted itself for modelling indoor path losses. The path loss (dB) predicted
by this model is given by:

J |
PL(dB) = PL(q,)+10riog(>)+z N, b +z N k (2.5)
=1

=1

where PL(d,) denotes the loss at the reference paimg, the power decay index and
X represents the transmitter to receiver path Ierlg);pand N; denote the number

of walls and floors of different kinds that are traversed by the transmitted signal and
ij (dB) and L, (dB) represent their corresponding losses.

Although this model is widely used it has to be mentioned that it yields to
excessive losses predictions when a corridor is involved. This is due to a certain
waveguide effect present in corridors.

2.2.- Small Scale Fading.

Small scale fading is used to describe the rapid fluctuation of the amplitude of
a radio signal over a short period of time or travel distance, usually some tens or
hundreds of wavelengths, so that large-scale path loss may be ignored. Fading is
caused by the interference of two or more versions of the transmitted signal travelling
through different paths and arriving at different times This effect may cause wide
changes in the amplitude and phase of the received signal.

Depending on the relation between the signal parameters (such as bandwidth,
symbol period, etc.) and the channel parameters (such as rms. delay spread and
Doppler spread), different transmitted signals will undergo different types of fading
[1]. If the reciprocal bandwidth of the transmitted signal is much larger than the
multipath time delay spread of the channel, then the channel can be approximated as
having no excess delay, these channels are dédlethding, amplitude varyingor
narrowband channelsThe distribution of the instantaneous gain of flat fading
channels is important for designing radio links, and the most common amplitude
distribution is the Rayleigh distribution.

On the other hand, if the reciprocal bandwidth of the transmitted is much
smaller than the multipath time delay spread of the channel, the received signal
includes multiple versions of the transmitted waveform which are attenuated (faded)
and delayed in time, and hence the received signal is distorted. These channels are
called wideband channelsor frequency selective channelsnd will be described
later in section 4.4.
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The most frequently used models for the small-scale fading will be presented
next.

2.2.1. Tapped Delay Line.

The small scale variations of a mobile radio signal are described by the
Impulse Response (IR) of the mobile radio channel. The IR is a wideband
characterisation and contains all the information necessary to simulate or analyse any
type of radio transmission through the channel. This is caused by the fact that a
mobile radio channel can be modelled as a linear filter with a time-variant impulse
response, where the time variation is caused by the relative motion between
transmitter and receiver, as it is shown in [1,4,5,10].

The most commonly used model for the implementation of this linear filter is
thetransversal Finite Impulse Response (FIR) filso calledapped delay lineas
it is depicted in Fig. 2.1.

x(n)

Figure 2.1.Transversal Finite Impulse Response (FIR) filter model for
wideband channels.

The discrete-time channel input and output are respectjrglyandy[n] and
the unit tap delay will be equal to the system sampling inteéfyal The filter

coefficients will consist oM complex-valued numbers h, [n], i =0,1,...,M-1,
representing the IR of the channel at delay instdntsThus:

V] = gin- Jh( A (2.6)

where the time-variant nature of the channel is represented by thennded the
dispersive nature by the indexrepresenting the delay instants. The structure of the
IR data is:
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where each row represents an IR at a given time instant and each column a delay
instant. The Eqg. (2.7) would this way represent the behaviour of the radio channel
since the time instartf to t, according the model followed. The time step value

t —t_, will be given by the IRs sampling rate, i.e. the number of IRs measured per
time unit.

This transversal FIR filter structure is very often used for modelling the
Multipath Wideband Radio Channel (MWRC), described in section 4.4, with
software simulation, regardless the different system concepts (GSM, [S-95, UMTS,
etc ...) or the different access methods (CDMA, TDMA,FDMA).

2.2.2. Statistical Wideband FIR Channel Model.

In the statistical modelling the time dependent amplitude@), phases
@, (t), delayst (t) , and possibly Doppler frequenciés(t) of the different taps are

assumed to be randomly distributed, and must be generated from probability
distributions. The wideband channel IR is presented in the form:

h(t,t) = % a, (D™ Vo[T -1 (9] (2.8)

In [1] several statistical models are presented The common basis for
calculating the probability distributions is either from known probability
distributions, as it's done in the Two-Ray Rayleigh Fading model, or from empirical
data, as it's done in Saleh and Valenzuela Indoor Statistical model, SIRCIM and
SMRCIM. These models differ from each other in the locations where the empirical
data are taken, thus in the type of environment in which are valid.

2.2.3. Wideband Channel Measurement Database.

The wideband channel measurement database consists of a two-dimensional
matrix containing a sequence of measured IRs, where each IR consists of a number of
complex samples, with uniform increments in delay domain given by the
measurement equipment. For using these measured data in the FIR model it's just
necessary to process it in delay and time-space domain.
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2.2.4. Ray-tracing Wideband Radio Channel Model.
The Ray-tracing Model is obtained in the following way:

From a database modelling the geometry of the radio environment (streets,
buildings, walls, ceilings, inventory, equipment, etc ...), and including the exact
position of transmitter and receiver, the ray-tracing algorithm calculates the path loss
and exact propagation delay for each ray. The different rays are calculated
considering the reflection, diffraction and scattering of the transmitted
electromagnetic ray, and added to the LOS ray (if existing).

If the location of transmitter or receiver is changed, the differential phase
shifts are also recorded. This model is very accurate in urban or indoor radio
environment, when the structure is regular, but no so good in rural or irregular indoor
environments.

The Ray-Tracing model can be as well divided into two different types,
regarding the information it provides about the channel:

e 2-dimensional: when it's produced 2-dimensional information about the
channel. Delay instants and azimuth angle of every path are calculated.

e 3-dimensional: When the information is 3-dimensional, delay instants,
azimuth and elevation angles of every path are calculated.

It is important to note that this kind of model gives already complete
information about the channel, both in large and small scale.

2.2.5. Relationship to FIR models.

Somehow the models presented above can be considered as FIR filter models,
for all of them give information about the delay instants of the different existing
paths and their correspondent amplitude value, but the main difference with the
model presented in section 2.2.1. is that the delay instants do not match and a
conversion is necessary.

 In the statistical and ray-tracing models the delay instants don't have to be
necessarily equally spaced, as they are in the FIR filter model. In this case a
path-tap conversion is necessary. This way different model approaches, such
as GSM, I1S-95, UMTS or ITU, where the delay instants are variable and
unequally spaced, can be converted into a FIR filter model.

* In the wideband channel measurement database model the uniform
increments in delay domain are much smaller than the ones in the FIR filter
model, thus it has to be adapted to the increrfig(gee Fig. 2.1) of the FIR

filter model through data decimation.
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2.3. Practical Channel Models.

In this section different channel models will be presented, all of them based
on statistical radio channel model, for different systems. The systems presented will
be GSM and CDMA, the RACE projects CoDiT and ATDMA [19], the ITU models
[27], and the SIRCIM developed in [21]. For allowing simulation the propagation
models are presented as:

* A discrete number of taps, each determined by their time delay and
average power.

e The Rayleigh or Rice distributed amplitude of each tap, varying
accordingly to a Doppler spectrum.

The most common way of simulating the radio channel is through a statistical
model. This model can be derived from measured data, but this measured data is not
usually used in the simulator, it is just used to obtain the statistical model that will be
implemented, as it is presented in this section.

In this work a different approach is studied, using the measured data in the
simulation. The main reasons leading to this are:

* Realistic model of the radio channel, thus more accurate behaviour.
» Comparison of the speed of the simulations with the statistical models.

2.3.1. GSM.

The channel model presented for the GSM system is based on the
recommendation GSM 05.05 for different types of terrain. The recommendation
gives the number of taps, the delay value of each tap and correspondent average
power, and the type of Doppler spectrum of each tap. (see COSSAP GSM library).

Table 2.1.Recommendation GSM 05.05. Typical Urban (TU) terrain.

Tap Delay [us] Power [dB] Doppler Spectrum
1 0 -3 CLASS
2 0.2 0 CLASS
3 0.5 -2 CLASS
4 1.6 -6 CLASS
5 2.3 -8 CLASS
6 5.0 -10 CLASS
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Table 2.2.Recommendation GSM 05.05. Hilly Terrain (HT).

Tap Delay [us] Power [dB] Doppler Spectrum
1 0 0 CLASS
2 0.1 -1.5 CLASS
3 0.3 -4.5 CLASS
4 0.5 -7.5 CLASS
5 15 -8 CLASS
6 17.2 -17.7 CLASS
Table 2.3.Recommendation GSM 05.05.Rural Area terrain (RA).
Tap Delay[us] Power [dB] Doppler Spectrum
1 0 0 RICE
2 0.1 -4 CLASS
3 0.2 -8 CLASS
4 0.3 -12 CLASS
5 0.4 -16 CLASS
6 0.5 -20 CLASS

The power of each tap is normalised to the greatest value. The Doppler
spectra are classified either as CLASS or RICE, defined as:

e Classical (CLASS):

| f
- i H

* Rician (RICE), this spectrum represents the combination of a classical
spectrum and a direct path. For GSM:

S(f) = If]< f, (2.9)

I:I?_I:Ih >

s(f)=— 24 . +0.9%5(f - Q7f,) (2.10)
21t |1- ELD
f.v
where f, = = and:
c

* vis the velocity of the mobile.
« cisthe speed of the ligh8.0* 16 m/s)
» f_ is the transmitting frequency (900 MHz for GSM).

 f, is the maximum Doppler shift.
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2.3.2. CDMA.

The radio channel model for 1S-95 CDMA system is implemented according
to the propagation model defined in the COSSAP CDMA library for this model. It
corresponds to the 3-tap model, as it is described in Table 2.4.

Table 2.4.3-Tap channel description for CDMA as described in IS-95

Tap Number Delay [us] Power [dB] Doppler Spectrum
1 0 0 CLASS
2 1.5 -3 CLASS
3 14.5 -6 CLASS

2.3.3. CoDiT and ATDMA.

Both CoDiT (Code Division Testbed) and ATDMA ( Advanced Time
Division Multiple Access) were research projects within the European RACE
programme (1992-95) that had the objective to explore the potential of CDMA and
TDMA, respectively, as access methods for a third generation mobile telephone
system

For the definition of the propagation models at the very beginning of the
project ATDMA, wideband propagation measurements in the 2 GHz frequency band
were carried out by using three channel sounders adapted to three cell types pico-,
micro- and macrocells. Furthermore, an analysis tool was developed to evaluate this
data and finally the wideband channel models were implemented in hardware and
software channel simulators.

The approach taken by CoDiT for channel modelling in the simulations is
statistical-physical modelling. The channel models are obtained by means of a
statistical spatial scatterer distribution. Every different environment is characterised
in terms of a number of scatterers (less than 20) and some parameters relative to each
of the scatterers, like their relative amplitudes, time delays, Doppler variations and
incidence angles of the wavefronts. The values for these parameters are sorted out
from statistical distributions. A complete and detailed report of the work can be
found in [18].

In the case of ATDMA the so callestored channelsvere used for the
purpose of link level simulation and transceiver performance analysis. The stored
channels consist of a set of complex IRs corresponding to different environments and
chosen from a testbed of measurements. As stated in the final report of the project:

e There was no well established method to derive wideband propagation
models from a large set of measurements files. A new method based on the
statistical evaluation and classification of measured data files was developed
leading to the definition of the recorded channels as typical and atypical.
These models, which have the format of the sampled data, reproduce the full
properties of the radio channel including time-variability, frequency-
selectivity and long-term fading.
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* The recorded channel models did not fit completely with the software tools
used in the simulations. Consequently an other simpler to use model, the
synthetic model, consisting of a set of discrete paths with delay, amplitude and
fading distributions, was derived from the recorded channel model.

Both CoDIT and ATDMA projects have delivered the channel model
realisations in COST 207 format. These models are simplified versions of the actual
channel models that are produced within the projects. The amplitude distributions,
for example, are assumed to be either Rayleigh or RICE. An example of the results
for macrocellular environment is shown in Tables 2.5. and 2.6. For further
information, see [19].

Table 2.5.CoDiT Channel model in COST 207 Format. Macrocellular environment.

Tap Delay [ns] Power [dB] Doppler Spectruni
1 100 -3.2 CLASS
2 200 -5.0 CLASS
3 500 -4.5 CLASS
4 600 -3.6 CLASS
5 850 -3.9 CLASS
6 900 0.0 CLASS
7 1050 -3.0 CLASS
8 1350 -1.2 CLASS
9 1450 -5.0 CLASS

10 1500 -3.5 CLASS

Table 2.6 ATDMA Channel model in COST 207 Format. Macrocellular environment.

Tap Delay [ns] Power [dB] Doppler Spectruni
1 0 0 CLASS
2 380 -10.0 CLASS
3 930 -22.7 CLASS
4 1940 -24.7 CLASS
5 2290 -20.7 CLASS
6 2910 -22.1 CLASS

2.3.4. ITU Models.

The International Telecommunication Union (ITU) in [27] specifies a
channel impulse response model for terrestrial test environment based on a tapped
delay model. The model is characterised by the number of taps, the time delay
relative to the first tap, the average power relative to the strongest tap, and the
Doppler spectrum of each tap. It is important to note that a small variation, +/- 3 %,
in the relative time delay is allowed so that the channel sampling rate can be made to
match some multiple of the link simulation sample rate.
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The values of the delays and average powers for these models are given in
Tables 2.7, 2.8 and 2.9 for different propagation environments. As delay spread
variability cannot be captured using a single tapped delay line, two multipath
channels are defined for each test environment: channel A for low delay spread case,
and Channel B, for median delay spread.

Table 2.7.Indoor Office Test Environment Tapped-Delay-Line Parameters

Tap Channel A Channel B Doppler
Rel. Avg. Rel. Avg. Spectrum
Delay Power Delay Power
(nSec) (dB) (nSec) (dB)
1 0 0 0 0 FLAT
2 50 -3.0 100 -3.6 FLAT
3 110 -10.0 200 -7.2 FLAT
4 170 -18.0 300 -10.8 FLAT
5 290 -26.0 500 -18.0 FLAT
6 310 -32.0 700 -25.2 FLAT
Table 2.8.0utdoor to Indoor and Pedestrian Tapped-Delay-Line Parameters
Tap Channel A Channel B Doppler
Rel. Avg. Rel. Avg. Spectrum
Delay Power Delay Power
(nSec) (dB) (nSec) (dB)
1 0 0 0 0 CLASSIC
2 110 -9.7 200 -0.9 CLASSIC
3 190 -19.2 800 -4.9 CLASSIC
4 410 -22.8 1200 -8.0 CLASSIC
5 - - 2300 -7.8 CLASSIC
6 - - 3700 -23.9 CLASSIC

Table 2.9.Vehicular Test Environment, High Antenna, Tapped-Delay-Line

Parameters
Tap Channel A Channel B Doppler
Rel. Avg. Rel. Avg. Spectrum
Delay Power Delay Power
(nSec) (dB) (nSec) (dB)
1 0 0 0 -2.5 CLASSIC
2 310 -1.0 300 0 CLASSIC
3 710 -9.0 8900 -12.8 CLASSIC
4 1090 -10.0 12900 -10.0 CLASSIC
5 1730 -15.0 17100 -25.2 CLASSIC
6 2510 -20.0 20000 -16.0 CLASSIC
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2.3.5. SIRCIM.

SIRCIM is a computer simulator based upon models presented by Rappaport,
Seidel and Takamizawa in [21]. This paper presents statistical impulse response
models that were derived from measurementstaistical model was used mainly
for two reasons:

« The number of potential reflectors was too large to incorporate into a
purely deterministic model.

« The locations of potential scatterers varied considerably as transmitters and
receivers were moved within a building and from building to building. While

it should have been possible to incorporate a limited number of specular
reflectors by a ray tracing and diffraction theory, careful measurements which
yield scattering parameters for walls, ceilings, and other common objects in
buildings hadn't been yet reported in the literature.

The models presented describe:

« The distribution of the number of multipath components in a particular

multipath delay profile.

« The distribution of the number of multipath components received within

local area.

« The probability of receiving each multipath component at a particular

excess delay.

« The distributions of the amplitudes, phases and time delays of multipath
components received within a local area.

e The probability of receiving a multipath component at small scale

locations.

SIRCIM creates multipath channel power delay profiles with the same
ensemble and local statistics as the measured data. The multipath channels are
modelled as a linear filter with a complex baseband impulse response. With this
simulation arriving signals at a receiver from one (or many) transmitters can be
predicted by performing convolutions of the transmitted signals with simulated
channels.
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3.- CHANNEL SOUNDER

In this chapter the sounding and technology of the IRC Wideband
Multielement mobile Radio Channel Sounder (WMRCS) will be explained. The
WMRCS is used for acquiring measured data for channel characterisation.

First the common wideband channel measurements techniques will be
explained, followed by the description of the IRC-WMRCS and the different
operation procedures it has.

3.1.- Wideband channel sounding techniques.

Different channel sounding techniques are possible for investigating the
properties of the wideband mobile radio channel. A detailed description is given in
[6] and [7], thus here only a brief overview will be given. The measurement
techniques can be divided into frequency and time domain, as it is shown in Fig. 3.1,
determining the characterisation achieved.

MEASUREMENT
TECHNIQUES

FREQUENCY TIME
DOMAIN DOMAIN

FREQUENCY FREQUENCY FREQUENCY
STEP SWEEP HOP

SEQUENCE

CORRELATOR MATCHED DSP
RECEIVER FILTER REC. RECEIVER

Figure 3.1.Wideband radio channel measurement techniques
3.1.1. Frequency-Domain Techniques.

Frequency step, frequency sweep and frequency hop methods use a device
(e.g. frequency synthesiser) capable of producing several carrier frequencies. The
carrier frequency is either stepped or swept over a specified frequency band. In
frequency hopping this is done in a random manner, while in frequency step and
sweep a constant frequency variation is applied.
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The result of these methods is the channel transfer function, which can be
obtained by evaluating the changes of the complex envelope of the transmitted
signal. One drawback of these methods is the slowness in the measurement process,
which allows the time varying channel to change during the measurement.

In multitone techniques several different carrier frequencies are transmitted at
the same time, thus shortening the measurement time but making the system more
complex.

3.1.2.- Short Pulse Technique.

In the short pulse technique a very short-duration pulse is transmitted, which
can be considered as a pseudo-impulse. Thus the received signal represents the
convolution of the sounding pulse with the channel IR [7]. In order to calculate the
time-varying nature of the channel, the pulse is transmitted periodically, providing a
series of "snapshots” of the multipath channel. Successive snapshots form a "motion
picture” representation of the multipath propagation between transmitter and
receiver.

The major problem of this technique is the high peak-to-mean power ratio,
necessary to detect the weak echoes as well. Trying to solve this, techniques using
pulse compression are employed.

3.1.3. Sequence Techniques.

In a Direct Sequence (DS) measurement system the transmitted carrier is
modulated with a high-rate Pseudo-Random-Binary-Source (PRBS) which spreads
the signal over a large bandwidth. The different receivers used give way to the
different sequence time techniques existing: Correlator Receiver, Convolution
Matched Filter Receiver and DSP Receiver.

3.1.3.1. Correlator receiver.

In a correlator receiver the incoming waveform is correlated with a locally
generated reference code for all possible relative phase shifts. During the correlation
the value of the convolution of the channel with the autocorrelation function of the
PRBS sequence is calculated. The output of this process represents the lowpass
equivalent estimate of the channel IR. This process of scanning through all possible
relative phase shifts causes time scaling, thus the channel IR estimation at the
correlator output is a time average over several transmitted code sequences.

The most extended correlator receiver used is the Sliding Correlator, also
called swept time-delay crosscorrelator (STDCC), where the correlation processing is
done using a swept time-delay technique in which the incoming signal is correlated
with a m-sequence identical to that used in the trasmitted, but clocked at a slightly
slower rate. The scaling factor is determined by the difference in clock rates at
transmitted and receiver.
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3.1.3.2. Convolution matched filter.

In the convolution matched filter receiver a filter matched to the sounding
waveform is used. The system operates in real time because the output of the
matched filter is a series of snapshots of the channel response. The filter can be
implemented by a Surface Acoustic Wave (SAW) matched to the specific transmitted
sequence.

This method presents several disadvantages: the real time information cannot
be recorded without very expensive equipment, the performance of the practical
SAW devices is limited by deficiencies, and any matched filter device is only
configured appropriate for one specific sequence.

3.1.3.3. DSP receiver.

Digital Signal Processing (DSP) can be used to produce matched filtering by
calculating the IR. The received signal is converted into digital and then the matched
filtering is done in the DSP unit in a post processing phase. The result is stored in a
buffer and then transferred to a mass storage device, together with the Automatic
Gain Control value. Performing the match filtering with DSP methods provides an
improved dynamic range of about 15-20 dB over the SAW matched filter sounders,
and allows flexibility as well, it is easily possible to adjust the receiver to different
transmitter sequences, by just changing the software.

3.2. IRC Wideband Mobile Multielement Radio Channel Sounder.

The choice of the channel sounding technique will usually depend on the
application foreseen for the propagation data. To produce meaningful and accurate
data consideration to the system factors should be given. In this section an overview
of the IRC-WMRCS is given, followed by the different operation parameters.

3.2.1. Overview.

The IRC-WMRCS consists of transmitter, receiver and a data acquisition and
control unit, as shown in Fig.3.1. Deeper information about the sounder can be found
in [9,29,30].

In the transmitter a maximum length pseudo-random binary sequence, also
known as m-sequence (for details see [8]), is used to BPSK modulate the carrier
frequency (currently 2.154 GHz.). Several code sequence lengths and chip
frequencies can be selected, thus enabling adaptation to the radio channel
environment under investigation.
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Figure 3.2.IRC-Wideband Multielement Radio Channel Sounder as
presented in [9]

In the receiver the received modulated carrier is downconverted in the radio
frequency (RF) front end to an intermediate frequency (IF) of 300 MHz. In the IF
stage the signal is adjusted via digital programmable step attenuators to a reference
level appropriate for the input levels of the following circuits. The IF signal is fed,
depending on the receiver configuration, to one of the following two blocks.

 Sliding correlator receiver.
» Direct sampling receiver.

As it has been previously explained, the sliding correlator unit produces a
time averaged estimate of the channel IR. Therefore sampling of the sliding
correlator output signals (inphase & quadrature components) can be done with a low
speed A/D converter. During the measurements the sampled data is continuously
written to the hard disk.

Real time signals are produced by the direct receiver, which only splits the IF
signal to its inphase (I) and quadrature (Q) components and downconverts them to
the baseband. To obtain the channel IR from these signals further post processing is
needed.

Due to the high frequencies in the output signals of the direct sampling
matched filter unit, very high speed A/D converters are employed to sample the | and
Q signals. Here the sampled data is stored on fast onboard buffer memory and is
transferred to a disk after the completion of the measurement, i.e. when the onboard
memory is full.

The IRC-WMRCS allows as well multielement antenna configuration, where
each antenna element IR is sampled in a fast succession and stored individually as
explained above. In [9] an antenna array of 8 elements was used, later it has been
extended to 64 elements.

33



3.2.2. System Operation and Functionality.

The interrelationship between all the system's factors must be considered in
order to produce meaningful and accurate results. Consideration should be given to
themsequence lengtim, the chip rate and the scaling fadtaf the swept correlator
(when used). All these factors are adjustable by the IRC-WMRCS equipment and
will be straightforward related to the measured data.

3.2.2.1. Code Length and Chip Frequency.
An appropriate code length and chip frequency has to be selected to fit the
radio propagation environment under investigation. Code lehgtAnd chip

frequencyf,, determine the time duratiar), of the code as:

L

(3.1)

tg =
fchip

The following basic rules must be considered when selecting these
parameters:

1.- The sequence duration has to be long enough to cover all possible echo
paths arriving at the receiver with different values of time delay. If sequence is
chosen too short, delay paths from the previous IRs will overlap into the begin of the
next IR, causing signal distortion.

2.- On the other hand, it is advisable to keep the code length as short as
possible. This avoids wasting storage capacity as a too long sequence would have a
long tail containing only noise. This is especially important in the direct sampling
receiver, where the data is first stored in an onboard memory which has limited
capacity.

In the sliding correlator system the IR is not obtained in real-time but is time
scaled by a factds, defined by:

_ fchip
k= (3.2)

where Af is the difference between the chip frequencies of the transmitted and
regenerated chip frequency. Thus the IR is a time averaged estimaketiareb
longer than the real-time one:

tr =——[k (3.3)

34



The following tables list all the possible combinations of code length and chip
frequencies, and give the resulting time durations of the IR. Note that for the sliding
correlator only the combinatido=1023 chips and ., = 53.85 MHz exists, resulting

in a code duration of 1@s. Table 3.1 lists the possibkefactors and the resulting
duration of the scaled IR, while Table 3.2. shows the real-time duration of all
possible length-frequency combinations in the direct sampling receiver system.

Table 3.1 Sliding correlator k factors and resulting sequence durations.

k tr[ms]
1077 20.46
2154 40.92
2691 51.12
5385 102.30

Table 3.2 Direct sampling receiver system code combinations and resulting
sequence durations.

IR DURATION [s]
L/f o (MHZ) 2.5 10 30 60
13 5.20 1.30 0.43 0.22
31 12.40 3.10 1.03 0.52
63 25.20 6.30 2.10 1.05
127 50.80 12.70 4.23 2.12
255 102.00 25.50 8.50 4.25
511 204.40 51.10 17.03 8.52
1023 409.20 102.30 34.10 17.05
2047 818.80 204.70 68.23 34.12

Note from Table 3.2. that the 13 chip code is notesequence but a Barker
code.

3.2.2.2. Slow and Fast Systems.

The sampling frequencies of the slow system, i.e. the one using the sliding
correlator receiver, and fast system, using the direct sampling receiver, are of very
different magnitude (order of hundreds of kHz compared to around 100 MHz). This
demands for totally different approaches of data handling in the acquisition process.
The main differences between the two systems reside in the timing and AGC control:

Timing:

In the slow systenthere's only the possibility of one fixed sequence length,
therefore adaptation to the expected maximum channel IR duration is achieved by
sampling only the first part of the IR and ignoring the long noise tail. Then the
system waits as long as this IR is expired plus the number of additional IR, specified
by the Doppler frequency setting.
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When the sampling cycle is achieved the data is transferred to the PC memory
and finally stored in the hard disk, thus the only limitation for the measurement run is
the available hard disk space.

In thefast systena continuous data stream to the hard disk is not feasible due
to the high sampling frequencies used. Here the data is stored on a fast onboard
memory and the transfer of the whole data set is done when the onboard memory is
full. The IRC-WMRCS sampling card is equipped with a 2x4 MBytes onboard
memory for both | and Q components.

AGC control;

In theslow systenthe time between two sampling sets is used to calculate a
new value for the AGC, based on the peak value of the last detected IR. This value is
output to the attenuators. The currently set attenuation value is stored together with
the sample data in the file.

In thefast systenthere's no online data available during the measurement, so
the AGC is implemented in a different way: an analogue voltage proportional to the
power level in the IF stage is sampled by the slow sampling unit. The control
program compares this voltage with a reference level and determines a new value for
the step attenuators. The attenuation values are stored in a vector during the
measurement and after completion assembled to the data file in the appropriate way.

3.2.2.3. Channel Sounder File Utilities.

In the IRC-WMRCS four different types of files are generated to store the
sampled IRs, as well as system configuration information, descriptive information
entered by the user, and temporary data.

» Configuration file.Stores the current system configuration in order to use
it in further measurements.

» Sample file The measurement data is stored in a raw and unscaled data
(native format of the sampling cards).

* Info file. An Info file containing the system configuration settings is
generated automatically for each measurement and the user interface allows
to enter additional descriptive text.

» Temporary file A temporary file is employed to store the serial number of
the last generated Sample file of the day. This file assures that the channel
sounder can keep track of the daily serial numbers.

« Matlab file. In order to analyze the measured data the raw sample file can
be converted into a format readable by other type of software. Here Matlab
file format was chosen and a file converter program enables to create Matlab
files of user specified size.

4.- SYSTEM DESCRIPTION.
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In this chapter the whole system operation will be presented, i.e. the necessary
processing that has to be done to the measured data in order to adapt them to the
simulation, and the different ways for achieving this.

4.1.- Measured Data and Simulation Parameters.

In this section a description of the parameters that define the measured data is
given, followed by the required simulation parameters. This is necessary in order to
explain all the signal processing that should be done to the measured data before
being used in the simulation.

The basic parameters of the measured set of data are:

 Carrier frequency {,).

» Space (Time) sampling rate: The number of IRsasuredoer wavelength
(IRs/\), represented by

e Delay sampling rate: Sampling rate of the measurement system, i.e. the
time-delay spacing between two consecutive samples of an IR, represented
by f,, .

« Chip rate of the sounding signal.(;, ).

A typical IR measured and processed through a matched filter is depicted in
Fig. 4.1 where these parameters wére2.154 GHz.,f;'=50 IRsA, f_ =120 MHz,
fenip= 30 MHz.

Power (normalized dB)

Space (meters) 0 o

Delay (microseconds)

Figure 4.1 Measured IRs
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It is important to make clear the difference between time domain and delay
domain, even though both are a measure of time. When it is referred to delay domain
it means the time axis of an individual IR, i.e. the delay instants of an IR. On the
other hand the term time domain refers to the different number of IRs measured in a
time unit. This difference can be clearly seen in Fig.4.1. where the time domain is
represented in the Space axis and the delay domain in the Delay axis.

The ready-to-simulate set of data will be extracted from the measured data
after a signal processing defined by these measurement parameters and the simulation
parameters. The basic simulation parameters will be:

» Speed of the mobiles).
« Sampling rate of the simulation systerfJ.

» Signal to noise ratiocSNR.
* Number of IRsX required for the simulationf().

Given all these parameters (measurement and simulation) a concrete signal
processing procedure will be applied to the measured data to obtain the data that can
be used in the simulations. In the next sections the theory of these parameters based
signal processing will be explained.

4.2. Overall Description.

In Fig. 4.2 the description of the whole process can be seen, involving the
measurement equipment and the further signal processing that has to be done for
adapting the data to the simulation. The transmitter contains a Pseudo Random
Binary Source (PRBS), whose binary signal is coded and modulated and then
transmitted over the radio channel. The received signal is measured by the sounder. If
the mode in which the sounder is working is "Sliding correlator" (see section 3.2),
then this signal will be the IR and there is no need of processing in the IR estimator
block, otherwise the data have to be processed in order to obtain the estimated IRs

| WIDEBAND . SOUNDER
TRANSMITTER RADIO MEASURELD
CHANNEL SIGNAL

WIDEBAND RADIO CHANNEL SOUNDER

l DIGITAL SIGNAL PROCESSING

SIMULATION [* ADAPTATION* IR ESTIMATOR

Figure 4.2.Overall description.
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Once the IRs have been calculated, they have to be adapted to the FIR filter
simulation model, explained in Chapter 2. This adaptation will consist mainly of
three parts:

 Interpolation of IRs to the simulation requirements.
« Decimation of each IR to the simulation sampling rate.
« Definition of the taps, i.e. removal of wrong or noisy taps.

These three blocks will be explained in the last part of this chapter. After
these processes the IRs of the wideband radio channel are ready to be used in the
simulations, representing the dispersive time-variant behaviour of the channel.

4.3. Transmitter.

The structure of the transmitter is as depicted in Fig. 4.3. The binary source
produces maximal length pseudo random binary sequences, knawsexguences
(see [8]). Than-sequencewere chosen due to their good autocorrelation properties,
close to an ideal impulse, thus allowing resolving the multipaths. This sequence is
coded, modulated onto a RF carrier and transmitted over the channel.

Binary > Baseband > BPSK ) RF : >
> ‘

Source Shape Filter Modulation Modulation

Transmitted
Signal

Figure 4.3 Transmitter structure
4.4. Multipath Wideband Radio Channel.

A description of the Multipath Wideband Radio Channel (MWRC) will be
presented, followed by its effect on the transmitted signal.

In order to describe the behaviour of the MWRC, its effect on a transmitted
signal will be analysed, representing then the impulse response of a generic channel.
The main effects that will characterise the channel will be:

» Time spreadlf an ideal pulse transmitted over the time-variant multipath
channel, the received signal appears as a train of pulses at different time
instants, each one corresponding to a different path followed by the
transmitted signal.

e Time-variant behaviourThe physical medium that forms the channel is
not constant, thus the characteristic of the channel will be variant. This can be
observed if the sounding code is repeated several times: the received signal
will have changes in the amplitude, phase and relative delays between the
received pulses.
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* Random frequency modulatialue to varying Doppler shifts on different
multipath signals, caused by the relative movement between transmitter and
receiver and by the movement of surrounding objects.

Considering a general transmitted signal and based on [5]:
s(t) = O[u(y €] (4.1)

whereu(t) is the complex-valued equivalent low-pass signas(©f [ denotes the
real part, andf_, the carrier frequency, and the effects of the channel explained

above, the received signal is:
M(t)-1

y(t) = Zan(t)ﬁ[t—Tn(t)] (4.2)

where M(t) denotes the total number of paths, whose number varies with the
time,a, (t) the attenuation factor on thth path andr, (t) is the delay for theth

path.

Substituting (4.1) in (4.2) yields to:

(t)-1 . o L
Y0 =0 3 @, 00 -1, (4] (4.3
m n=0 D D
Analysing the equivalent low-pass yields to:
M(1)-1 _
rt) = Zan(t)e‘Jz"cT"“’L{t—rn(t)] (4.4)
n=0

Sincer(t) represents the low-pass equivalent received signal wiftgns
transmitted, it can be inferred that the received signal when an impulse is transmitted
is:

M (t)-1

h(t;t) = Zan(t) e 17O t—1 ()] (4.5)

whered() is the Dirac delta function.

The continuous time-variant impulse response of the channel, resulting from
excitation pulses at time instances 7, is described by Eqg. (4.5) If the channel
impulse response is assumed to be wide sense stationary over a small-scale time or
distance travel, then the impulse response may be simplified as:

h(r) = Mz;lane"'z’*cr"d(r -1,) (4.6)
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Most practical radio channels can be regarded as quasi wide sense stationary,
thus each impulse response may be assumed as in Eq.(4.6) [7]

The characteristics of a fading multipath channel will be defined by
correlation functions and power spectral density functions. The main functions and
parameters described by them are [5]:

» Delay Power Spectrunit's the autocorrelation function of the equivalent
low pass impulse response of the channel. The range of values where it is
essentially nonzero is calledultipath spreadf the channel, and is denoted

by T..

» Autocorrelation function of the PDP in the frequency domiaiprovides a
measure of thecoherence bandwidtlof the channeI(Af)c. Thus two
sinusoids with frequency separation greater tr(anrf)C are affected
differently by the channel.

As a result of the Fourier transform realationship between the two functions
above, it can be considered that:

(4.7)

» Doppler power spectrum of the chann€he range of values over which
the Doppler power spectrum function is essentially nonzero is called the
Doppler spread Bof the channelThe reciprocal of the Doppler spread is a

measure of the coherence time of the channel. That is:

(at) = (4.8)

Bd
where (At)c denotes theoherence time

This way the time dispersive nature of the channel in alocal area will be
described by the delay spread and coherence bandwidth, while the time variant nature
of the channel in a small-scale region will be given by the Doppler spread and the
coherence time.

4.5. IR Estimator.
Different IR estimator approaches can be used for estimating the IR of the

wideband radio channel. Usually channel estimation is done directly by a Matched
Filter (MF), matched to the transmitted sequence.
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The MF is the optimum detection method in Gaussian linear channel [5], but
an important drawback is that its time-delay resolution is limited to the sequence chip
duration. In addition, possible subchip delay components have a tendency to shift
peak positions and amplitudes.

When higher resolution is needed one possibility is increasing the transmitted
seguence rate, but it requires additional cost and hardware complexity. Thus different
techniques are used to improve the resolution without increasing the chip rate. These
techniques are known as superresolution techniques and will be presented later in this
chapter.

It is important to note that the IR estimator will give a first estimation of the
IRs (number of taps, delay instants and amplitude of each tap). For improving the
estimation of the channel further post processing techniques will have to be applied,
such as superresolution, both in delay and angular domain.

In order to analyse the IR estimator configuration, firstly it will be shown how
the transmitted signal is corrupted by the channel to form the received signal that will
be processed by the IR estimator.

The transmittedn-sequence, consisting ghchips, has a LP model:
K
SH=Y VAt-1) (4.9)
1=1

where p(t) is the pulse shape/ is the amplitude depending on the modulation
scheme (e.g. for BPSR/ = £1) andt_ is the chip duration. Considering the channel
given by Eq.(4.6), and additive white Gaussian noise, the received signal is

rit) =s(t) D h(t) +n(Y = Mz_lane‘jz"cfn $t1,)+ n(}) (4.10)

whered represents the convolution sum.

The different processes to estimate an IR from the received signal will be
presented next.

4.5.1. Matched Filter.

The output of the matched filten(t) can be expressed as the convolution of
the autocorrelation functiom(t) of the probing signai(t) with the channel IR, i.e.,

MmO =9-90 () =<-90 €30 o)+ & X p()= end o Wt (4.11)
where v(t)=9-9)0 n(9) denotes the effective noise component. Since the

autocorrelation function of the probing signalaigriori known, the output of the
matched filter can be deconvolved to estimate the channel IR.
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As stated in [20] matched filtering provides a resolution limited by the shape
of the probing signal's autocorrelation peak

4.5.2. Deconvolution Techniques.
Here the restoring of the channel estimate by deconvolution is considered.

Due to the assumption of the linear time-invariant property of the channel, one can
solve the channel transfer function estimate by Fourier transform

h(t) :J’_Z H(f)e'?™ df

where the channel frequency response can be calculated by deconvolution

A(f)= -
SHH(D+y

(4.12)

where H,(f) is the frequency response of the receiver filgf) is the output of the

filter, S(f) is the input and/ is the deconvolution constant. Depending on the filter
used there are several possibilities used for improving the unfiltered deconvolution
SNR, as it is shown in [11]. The deconvolution constant provides better stability on
the frequency response when values close to zero are usad the denominator of

Eq. (4.12).

Matched Filter Deconvolution.

Considering the restoring of the channel estimate by deconvolution, the
channel frequency response can be calculated by:

Acf) =D
S(f) Hye () +y

(4.13)

where H,,- (f)= &£ (h,: (1)), FF denotes the Fourier transform ahg (t) = s(-t)
the response of the matched filter.

This method of (direct) inverse filtering yields a channel estimate whose
resolution is the sample resolution of the siggét) [11]. Thus, the resolution is in

principle independent of the chip rate.

A price to be paid for increasing the resolution is the noise sensitivity leading
to limitation in the dynamic range. Adequate values of the deconvolution copstant

have to be used to make it as noise insensitive as possible. In order to improve the
deconvolution performance matched filtering is applied.
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Wiener Filtering.

Besides matched filtering, one can improve deconvolution performance by
Wiener filtering. Here the aim is to design a pre-deconvolution filter such that it can
remove as much as possible of out-of-band noise before the deconvolution is
calculated. Thus defining the filter frequency response(ds yields:

= (4.14)
S H()+y

where the filterd(f) is calculated by minimizing the least-square error of the ideal
and estimated channel impulse response, yielding

_ s
o(f)=—" , 4.15
(= g+ (449

This method requires the knowledge 9ff) and N(f), they can be determined as
presented in [11].

4.6. Adaptation to Simulation.

In this section all the necessary processing that the measured IR signal has to
go through for being adapted to the simulations will be explained. This section will
be focused on adapting the measured IR to a FIR filter radio channel model, also
known as tapped delay line, as it was presented in Section 2.2.1. This model is
widely used for wideband radio channel simulations.

Mainly two procedures have to be performed:

 Interpolation of IRs in time domain.
» Resampling of each IR in delay domain to match the sampling moments of
the simulation model and the IRs.

Initially the order is arbitrary, but it is a task out of the scope of this thesis to
test if there is any significant effect on the simulation due to the order in which these
procedures are applied. Next they will be explained deeper.

4.6.1. Interpolation in Time Domain.

In this section the necessity of IR interpolation will be presented first,
followed by the different existing methods.

As stated in Section 4.1. one of the parameters of the measured data is the
number of IRs measured per wavelengtfi)( This parameter is usually limited by
the sounder system. As it was explained in the previous chapter the onboard buffer
memory of the data acquisition unit in the IRC-WMRCS is limited to 8 MB (4 MB
for both | and Q components, sampled separately but in a synchronised way) so that
when it is full the measurement is stopped, the data downloaded to the hard disk and
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the sounder is ready for another measurement. This way several "buffered
measurements” can be concatenated to form a set of measurements representing a
spatial distance, whenever the environment can be considered as stable between two
"buffered measurements".

In order not to repeat this downloading of the measured data too many times
for a wanted spatial distance, the parametris set to a reasonable value

(commonly 2-5 IR), and the required number of IRs for the simulations (given
byf,,) is achieved via interpolation.

Further versions of the sounder will make the data transfer to the hard disk
automatically and in a reduced time (order of milliseconds or less). In this case the
interpolation would seem as unnecessary, if it would be done only for the reasons
explained above, but sampling at larfférate would create a huge amount of data,

and it's always easier to handle smaller amount of data and generate by interpolation
the rest of the data needed for the simulation.

In the next sections the interpolation methods will be explained and an
example of one of them with actual measured data will be presented.

4.6.1.1. Methods.

Interpolation is a commonly used procedure for reconstructing a function
either approximately or exactly from samples. As presented in [26] for a bandlimited
signal, if the sampling instants are sufficiently close, then the signal can be
reconstructed exactly, i.e. through the use of an ideal lowpass filter exact
interpolation can be carried out between the sample points. The effect in time domain
of this filtering can be considered as an interpolation using the sinc function. This
interpolation using the sinc function is commonly referred tobasdlimited
interpolationsince it implements exact reconstruction if the signal is bandlimited and
the sampling frequency satisfies the conditions of the sampling theorem.

Since a very good approximation to an ideal low pass filter is relatively
difficult to implement, in many cases it is preferable to use a less accurate but simpler
method, or equivalently interpolating function, as will be presented next.

Interpolation is a subject widely known and studied, thus in this section the
different methods will be briefly quoted, with the drawbacks and the advantages of
each one. For the description of each method, refer to [12].

Polynomial interpolation.

The interpolating polynomid is the polynomial of least degree that satisfies,
for a functionf,

P(x)= f(x) foreachi =0,1,..,n

in the case presented in this thesis, this function will correspond to the one presented
in the example.
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Although there is a unique interpolating polynomial, it can take many
different forms. Thed.agrangeform is most often used for interpolating tables when
n is small.Neville'smethod is used for evaluating several interpolating polynomials
at the same value of Newton'sforms of the polynomial are more appropriate for
computation. Howevermpolynomial interpolationhas the inherent weakness of
oscillation, particularly if the number of nodes is large. In this case there are other
methods that can be better applied.

The Hermite polynomials interpolate a function and its derivative at the
nodes. These polynomials are very accurate, but they require more information about
the function to be approximated. For large number of nodes, the Hermite polynomials
also exhibit oscillation weakness.

The most commonly used form of polynomial interpolationpiscewise
polynomial interpolation Cubic Hermiteis recommended when the function and
derivative values are available. When only the function values are available, as it will
be the case of the measured data used for interpolatiinge cubic spline
interpolation is recommended. This spline forces the second derivative to be zero at
the endpoints. Other cubic splines require additional information, such as the
clamped cubic splinghat needs the values of the derivative function at the endpoints
of the interval.

There are other methods of interpolation that are commonly used.
Trigonometricinterpolation is used with large amounts of data when the function has
a periodic nature. Interpolation btional functionsis also used. If the data are
suspected to be inaccurate, smoothing techniques can be applied.

4.6.1.2. Practical Example.

An example of the interpolation method will be presented, applied to
measured data. This example was used to test the accuracy of the interpolation
method that was going to be used in the first phase of this work. The interpolation
method under investigation was tfree cubic splineanethod. As recommended in
[12], this method should be used when we only have the values of the function to
interpolate, as it happens in this case.

In similar works that had to deal with the same task presented here this
method was used for the interpolation [13]. It is as well used in the simulators, when
the interpolation is done online, as it will be presented in Chapter 5.

The testing procedure consisted on measuring IRsfgt a 50 IRsA rate,

decimating them to 5 IRs/ by just taking one IR out of ten from the original data,
interpolating the new IRs by the method under study, and comparing the original data
with the generated. The interpolation was made by separately interpolating the real
and imaginary part of each IR. The results can be seen in the next figures.
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Figure 4.4.0riginal and Interpolated real part. Cubic spline interpolation,
from 5 IR per wavelength to 50. Strongest path signal.
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Figure 4.5.0riginal and Interpolated imaginary part. Cubic spline interpolation,
from 5 IR per wavelength to 50. Strongest path signal.

As it can be seen from figures 4.4 and 4.5, corresponding to the strongest path
component, the interpolated signal matches quite well the measured signal, except in
the abrupt variations, that were caused by the high sampling rate of the sounder
system, and may be considered as measurement errors. Actually, the interpolation
smoothens these errors. So as a starting point this method seems to be valid, further
research should investigate other methods.
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4.6.2. Resampling.

As described in the beginning of this chapter the measured IRs consist of a
discrete sequence that has been taken at a sampling rife of delay domain this

represents a delay spacingloff, between two consecutive samples.

On the other hand the input sequence of the data that will be used in the
system simulation has a delay spacing corresponding/ftg wheref_ is the

sampling rate of the input data. As a stream driven simulator is going to be used, the
samples must correspond to the same time instant, so there is a need of resampling
the IR sequence to tlig sampling rate in order to adapt the time instants of both the

IR sequence and the simulation input sequence.

Summarising, the delay axis of the IRs doesn’t match the delay axis of the
sampling moments, so there is a need for resampling to match them. This must be
done with decimation of the taps to the sampling instants (usually the resampling will
consist on a decimation of the data, i.e. sampling at a lower ratef,_ fsrnormally

greater thanf,).

Now that the resampling necessity is explained, the effect that this operation
will have on the signal will be seen, both in time-delay domain and in frequency
domain. The most important block in the decimation process will be the anti aliasing
filter used before decimation. In the next section the different options and the effects
of each one will be presented.

4.6.2.1. Anti Aliasing Filter.

Before designing the anti aliasing filter the most important thing that should
be considered is that the overall frequency response of the simulation system must
not be modified by this filter used in the resampling process. So first of all this
overall response should be considered.

The first thing to take into account is the bandwidth of this overall frequency
response. This will be given by the minimum bandwidth filter used in the simulation,
and it corresponds to the one used in the receiver, whose bandwidth corresponds to
the symbol rate. But if oversampling is used in the simulations, with a given Kgctor
then the sampling rate of the signal at the input of the radio channel block ill be
times greater than the one at the input of the receiver block, and this means that the
bandwidth of the resampling filter i§ times greater than the one in the receiver. So
the resampling filter has to be designed in such a way that inside this bandwidth the
frequency response is flat.
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Now that the first part of the filter design is presented, the conditions for
designing the rest of the filter have to be set, i.e. the part outside the frequency band
of interest. For this task a criterion about the “goodness” of the filtering should be
established in order to discard the wrong approaches.

The main requirement, added to the one explained before, is that the filtering
has to keep the information contained in the IR.. Here two different types of filters
may be mainly used for this purpose:

* Ideal Low-Pass Filterbecause it has flat frequency response and zero
phase.

* FIR filter because it has linear phase, and in the band of interest its
frequency response may be considered as flat. (Here different kind of FIR
filters can be designed).

So now the problem is reduced to decide the criterion that should be used for
comparing these two possibilities.

Criterion for the filter design.

In filtering changes will be done to the shape of the signal that will affect the
delay domain and frequency domain responses. So it has to be found out which one
of this changes is going to be critical for the simulations.

The first thing that can be clearly seen is that when the sampling to the
desired rate is done, after filtering the values of the new taps don’'t match the ones we
would have in the original signal because the delay domain signal is now rather
different from the original (see Figure 3, with ideal low-pass filtering). So it could be
considered as an error because of this mismatching.

But here a question arises, what represents the “original” signal?. The
“original” signal represents the actual IR, filtered by the sounder pre-sampling filter,
and then sampled at a rate faf . But if the actual IR would be sampled at a rate of

f., these data could be used directly in the simulations because there would be no

need for resampling, and the values would be the correct ones, so this signal should
be the one to compare with.

The shape of this new signal would be different from the one obtained at a
rate of f_ , because a different pre-sampling filter would be used (adapted to the

f rate), so the mismatching referred to cannot be considered as a mistake because of

this. This way a criterion for the goodness of the filter cannot be stated beforehand,
the only way would be comparing the performance of the different options.

Next the features of these two filters and examples of filtered IRs will be
presented.
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Ideal Low-pass filter.

An ideal low-pass filter (ILPF) frequency response is given by:

Bi —w, /[2swsw,/2

G(w) = 4.16
(@) = o, otherwise ( )
HO
where the gain factcn1L is used for convenience.
wS
The equivalent representation in time-delay domain is:
9(1) = F " (G(w)) = sinc(rf,) (4.17)

whereZ ™ represents the inverse Fourier transform, sinc(x)as)igx and
w =27 .

Considering the measured IR in the delay domain (samplingf gate

M
(= Zl a(t, )Ar-1,) (4.18)

wherea represents the amplitude functidrf,) the dirac-delta function, defined as:

mif 1=r1,

S(r-1.) = 4.19
Sy %) otherwise (4.19)

andr, = kT,=k/ f ., M the number of samples per IR.

The filtering of the IR by an ideal low-pass filter of bandwidb) results:
R(w) = H(w) G(w) (4.20)
whereH(w)= <Ah(1)), Fourier transform of the IR.

The equivalent in delay domain is:

(1= *((R(w))=h(1)g(7) = h(r)O sinqrf ) =
(4.21)
T— Ti O
T )E

S

- i%(rj)sino(
=10

where[J denotes the convolution sum and=1/f .
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The main effect is the creation of side-lobes caused by the shape of the sinc
function as can be seen in Figure 4.6.

Effect of rectangular filtering (ideal low pass filter)

Power (dB norm alized)

X 1076

Figure 4.6. Effect of the ideal low-pass filter in the delay domain resampling.

This filtering has already been used in simulations with a similar purpose as
in this one (resamplingL4] .

FIR filter.

For the design of a FIR filter several parameters have to be specified:

e Order of the filter (with FIR filters if a strong attenuation outside the
frequency band of interest is desired, a large order FIR filter is needed).

» Cut-off frequency.

* Window (when windowing method is used).

There are several options for implementing this filter, but the most reasonable
is the one that has the best frequency response for our purposes This would be the
Ideal Low-Pass Filter (ILPF). But its ideal feature makes it not realisable, and it
causes as well the effects mentioned in the former section. So another possibility is
presented here.

The tap coefficients of the FIR filter are calculated using a time-delay domain
windowing over the ILPF response in time domain (i.e. sinc-pulse in time-delay
domain). This is done because a finite duration frequency response, such as the ILPF,
results in a infinite duration in time-delay domain (e.g. sinc-pulse). To limit its
duration it is multiplied by a finite time-duration window function. This is just a way
for converting the ideal frequency response into a realisable one.
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The effect of this truncation in frequency domain is an undesirable overshoot
that we will try to minimise by using different window functions. In this design there
is a trade-off between band-pass region smoothness, stop-band attenuation and width
of the transition region from pass to stop-band. The different options are presented in

[15].

In Figures 4.7 and 4.8 an example of the filtering and further resampling can be
seen (from 120 MHz to 120/7=17.1429 MHz) using a"™6fer FIR filter, with
Hamming window and 17.1429 MHz bandwidth.

Power (dB) Decimation from 120 to 120/7 MHz. 100 order FIR LPF

.........................................................................

85 [
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Figure 4.7.Filtering and resampling from 120 to 17.1429 MHz. "L.0frder FIR

Gain (dB) FIR filter order 100. Frequecy Response. Bandwidth 17.14 MHz
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Figure 4.8.100". order FIR filter. Frequency representation.
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Gain (dB) FIR filter Frequency Response. Bandwidth 17.14 MHz
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Figure 4.9.Effect of the filter order in the frequency response

In Fig.4.9 the effect of the filter order in the frequency response can be seen.
The higher the order is, the sharper is also the frequency response. It can be seen that
increasing the order from 50 to 100 produces a clear improvement, while increasing
from 100 to 150 there is only a very slight improvement.

Further possibilities to investigate about FIR filtering, out of the scope of this
thesis, would be combining different filter orders with different windows.

From the figures above it can be seen that the frequency response can be
considered flat in the region of interest. But as it was said there are many possibilities
when creating a filter of this type, so the different options should be investigated.

4.7. Tap Definition.

After the processing of the measured data explained throughout Chapter 4,
the available data at this point consists on a set of IRs interpolated to a certain
number of IRSX and each one consisting of a certain number of taps whose
separation matches the simulation sampling interval. These taps could be already
used in the simulation but wrong channel behaviour would be included because the
noise effect of the measured channel and the noise of the measurement system are
included in this data (note here that the measured channel noise is inherent to the
channel and if one wants to represent the real behaviour of the channel it should be
removed, but in the simulations the noise will be included after the radio channel as
an Additive White Gaussian Noise (AWGN)). Thus a tap defining method is
necessary in order to improve the accuracy of the processed data.
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Two possibilities arise for defining the taps:

» Establishing a noise threshold and removing all the taps under this
threshold.
e Superresolution methods in delay or angular domain.

Superresolution methods are usually very complex to implement, but yield
to good results, while noise threshold is the most simple one, but not with so good
results. As a first approach for testing the system simulation presented in this thesis
a noise threshold is suitable to be implemented, as it will be done in this work.
Further investigation should include superresolution methods, which will be
presented in the next section.

Noise threshold technique consists on considering the samples below a
certain threshold from the strongest component as noise. The technique is simple, but
the criteria for establishing a certain threshold value is not easy because of the
random nature of the noise, typical values used are 10-20 dB. Anyway it is very
difficult to separate noise from signal, and when applying this technique it is normal
that signal samples are removed and noise samples are left. An example of a noise
threshold technique can be seen in figure 4.10, where the threshold was 20 dB. For
clarity in the representation the noisy samples have been set to the threshold value
(where the value is in dB), but the actual value to be set when the data is going to be
used in the simulations is zero.

20 dB noise threshold

T T T T T T T T T
e Original IR
- — IR after noise threshold |-

Value [dB]

L L L L L L L L L L
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
delay [microsec]

Figure 4.10.Noise threshold technique.
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4.7.1. Superresolution Methods.

As it was stated in Section 4.5. the resolution of the measurement system is
limited by the chip frequency of the sounding code. The nominal resolution is
defined as the chip duration, thus in the IRC-WMRCS the best resolution is:

¢ _3*10m/s_

Ar=c*T,. = = =
chip 60* 10Hz

(4.22)

chip

For outdoor environments the reflected rays causing multipath are usually
separated by distances greater than 5 m, thus this resolution is enough for resolving
the multipath, but in indoor environment these distances are smaller, thus high-
resolution IR should be calculated. For this purpose two options can be applied:

 Increasing the chip rate.
» Techniques for achieving sub-chip resolution by signal processing and
keeping the same chip rate.

The first option requires more complex sounder hardware structure, and
consequently additional cost. The second one are the techniques known as
superresolution (SR) methods. These methods are widely studied for achieving SR at
both delay and angular domain. In this work several of the proposed methods will be
briefly described for both delay and angular SR.

Traditionally the SR methods have been applied to the angular domain, to
achieve more accurate values of the Direction Of Arrival (DOA), given by the
azimuth and elevation angles. Because of the similar relationship between Array
domain-DOA and Delay domain-Frequency domain these methods can be applied to
the delay domain resolution. Due to the extensive study in this field the techniques
will be briefly described, along with the pros and cons.

The main goal of these methods is the estimation of parameters by fusing
temporal and spatial information, captured via sampling a wavefield with a set of
judiciously placed antenna sensors. They are knowrpaameter estimation
techniques As presented in [22], they can be classified into two main categories:
Spectral-basedndParametricapproaches.

In the spectral-basedpproach a spectrum-like function of the parameter of
interest is formed. The locations of the highest (separated) peaks of the function in
guestion are recorded as the parameter estimates. Spectral-based methods can be
classified into:

» Beamforming techniques:

» Conventional Beamforming.
» Capon's beamformer.
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e Subspace-based methods:
* MuUItiple Signal Classification (MUSIC) Method.
» Extensions to MUSIC.
» Resolution-Enhanced Spectral Based Methods.

A solution proposed for achieving better resolution is to couple MUSIC
algorithm with some spatial prefiltering, to result in what's knowrB@amspace
Processing Other attempts to improve MUSIC are quoted in [22], based on different
modifications of the criterion function.

TheParametricapproach requires a simultaneous search for all parameters of
interest. While the spectral-based methods are computationally attractive, they do not
always vyield to the required accuracy. In particular, for scenarios involving highly
correlated signals, the performance of spectral-based methods may be insufficient.
An alternative is to more fully exploit the underlying data model, leading to the
parametric array processing methods. The price to pay for the increased efficiency
and robustness is that the algorithms usually require a multidimensional search to
find the estimates. The most commonly used algorithms are:

o Deterministic Maximum Likelihood.
* Stochastic Maximum Likelihood.

The main difference between these two methods is in the assumptions about
the transmitter signals, considering the transmitter signal waveforms as deterministic
in the first case, and as a Gaussian random processes in the second. Parametric
estimation methods are computationally quite complex. However, for Uniform
Linear Arrays (ULA) a number of less demanding algorithms are known, as
described in [22]. One of the most popular is the Estimation of Signal Parameters via
Rotational Invariance Techniques (ESPRIT) algorithm.

The methods presented above are essentially limited to processing
narrowband data. For wideband data a natural extension of all these methods is to
employ narrowband filtering, for example using FFT. An optimal exploitation of the
data entails combining information from different frequency bins. A different
suboptimal approach is to process the different FFT channels separately using a
standard narrowband method, whereafter the parameter estimates at different bins
must be combined in some appropriate way. Another approach is to explicitly model
the array output as a multidimensional time series, using Autoregressive Moving
Average (ARMA) model.

Besides the methods described above a novel algorithm approach for delay
domain superresolution will be presented next . The motivation for presenting this
approach is the probable implementation of this technique in further stages of this
work, or at least a suboptimal approach. This implementation is out of the scope of
this work, for only the basic link between the measured data and the simulator will be
presented here.
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MFD-SBT Algorithm.

The Matched Filter Deconvolution (MFD) - Sequential Bin Tuning (SBT)
algorithm is presented in [23]. Its performance is compared to the Maximum Entropy
Method (MEM) [24] and to the MUSIC method [25], observing in the MFD-SBT a
significant accuracy improvement. The simulations suggest that the algorithm is
applicable in processing direct sequence correlator - based data when the SNR>20 dB
and comparable to the model tap dynamic range.

In the MFD-SBT algorithm the tap delays and amplitudes are estimated in
two main steps. The Dominant Paths (DPs) are extracted first, this guarantees that
their bin delay times are likely to be correct and thus the SBT works efficiently. The
second step is the addition of the smaller taps, as it will be explained later.

The extraction of the dominant paths is done in the following way: an initial
estimate of the IR is calculated by MFD and by MF and a combined function of both
estimates is formed. The DPs are calculated by applying a moving amplitude
threshold to this function and minimising the least square error (LSE) of the resulting
estimate. Then the SBT tunes the tap amplitudes of the DP in sequence by starting
from the largest.

Adding smaller taps is achieved by reinforcement tuning in two steps. First a
reduced MFD estimate is calculated by removing the DP bins and the zero entry bins
(assumed to be produced by noise) from the MFD estimate. Then the SBT is applied
to the reduced MFD estimate but now the entries of the reduced MFD are fetched to
the algorithm one by one.

The comparison made to MEM and MUSIC spectrum analysis techniques
shows a significant performance improvement using the MFD-SBT method, as it can
be seen in the graphical results given in [23].

4.8. Update Rate.

The Update RateR) is one of the most important parameters to be

investigated in the simulations, as it will determine the performance of the approach
presented in this work. Mainly it can be defined as how many simulated data symbols
are used for the same IR.

In the classical simulation based on statistical channel models an IR is
generated for each simulated data sample, but two, or even sometimes much more
than two, consecutive IRs are practically identical to each other, i.e. the channel
remains mainly constant for a certain number of simulated data symbols. When using
measured data this property should be applied, and it is controlled by the updating
rate. This value is calculated as:

R = M\‘;‘}f IRs/ symbol (4.23)
Cc ‘st
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where:

c is the speed of light.

 f.is the sampling rate of the simulated data.

M is the number of bits per symbol.

f, is the IRsk rate of the data used for modelling the radio channel,
corresponding to the original measured IRs afjalRs/A rate, plus the
interpolated IRs.

e Vis the speed of the mobile.

 f. is the carrier frequency.

The performance of the simulation will be strongly influenced by the updating
rate and the IRA/rate. This can be clearly seen if a low Redte is used (e.g. 4-5
IRsM\), then the leap between one IR and the next one would be like a step, while
with a rate of , e.g. 50 IRs/the leap would be smoother, as can be seen in Fig. 4.11
where the signals represent the time variation of the strongest path-delay.
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Figure 4.11.Effect of the IRg/rate in the strongest path component.

Thus simulations can be done for comparing the different suitable values.
Typically the effect can be seen in the Bit Error Rate (BER) of the overall system, for
it is adapted to smooth variations of consecutive channel IRs, not abrupt as would
happen with a low IR&/rate. This effect depends on the overall simulation chain,
mainly on the type of modulation used and on the receiver configuration.
Implementing the overall communication system taking into account the wideband
multipath nature of the radio channel is out of the scope of this thesis, thus this
parameter should be tested in a further stage when this system is available. It has
been noticed in hardware system simulations that the suitable value is about 30
IRS/.
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4.9. Noise Generation.

The performance of the system will be given in the last step by the SNR-BER
curves of the overall system. The noise comes usually from two sources:

» The one produced by the radio channel, that is usually implemented as an
Additive White Gaussian Noise (AWGN).

» The interference produced by other sources, generally considered only the
co-channel interference.

Given a concrete set of IRs used for modelling the radio channel, this noise
should be modelled to achieve a desired SNR value. This can be done in several ways
depending on the power and gain control of the simulated system, and it is thus
application dependent. One first approach for the simulations is to off-line calculate
the average tap powers of the whole set of IRs being used in the simulation and then
applying the correspondent value to the noise generator for achieving the desired
SNR.

Further work, not presented in this thesis, will yield to different noise
generation approaches dependent on the application being simulated and the
mechanisms for power and gain control in the overall simulation. At this point two
possible models can be implemented, as they are shown in Fig. 4.12.

Noise and
Interference

Wideband Radio

Channel model ———— P> —p

IR1, ..., IRn

a) Radio channel model + noise and interference as an unique source

Signal
IR 1

Transmitted signal (; >

Interference 1

— > IR interference 1

Interference 2

IR interference 2
4>

b) Radio channel model for the transmitted signal and
for the separate interference signals. IR chosen, e.g. randomly

Figure 4.12.Noise and interference implementation schemes.
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5.- IMPLEMENTATION.

In this chapter different options for implementing the radio channel block in
system simulations will be presented. Two different approaches are presented, the
classic one based on statistical properties of the radio channel, and the one studied in
this work using the measured data. This data represents the time-variant dispersive
nature of the radio channel in the simulations.

As this work will be tested in COSSAP simulator, a description of it will be
given, along with the description of statistical radio channel models implemented in
the same simulator.

5.1. Statistical Radio Channel Model Simulations.

The main procedure for creating a statistical radio channel model is analysing
measured data and extracting the statistical properties to be implemented later in the
model. This method is used in a straightforward manner in the SIRCIM model, as
was presented in Chapter 2.

Sometimes these statistical properties for different systems and environments
are reported to standardisation bodies or study groups that publish standard models or
recommendations about the radio channel models for being used in the simulation.
Examples of this are GSM, where the models are based on the recommendation GSM
05.05, CDMA, where the models are based on 1S-95 (as shows the COSSAP block
representing the radio channel for CDMA), or in the models developed in the RACE
projects CoDiT and ATDMA [19], presented in Chapter 2.

In the next section the statistical channel models implemented in COSSAP
will be presented, these are the GSM and CDMA models.

5.1.1. COSSAP Simulator.

COSSAP is a complete design environment that allows to specify, analyse,
simulate and implement complex DSP and communications systems. The tools of the
COSSAP design environment will be categorised and briefly explained next, for
further information refer to the COSSAP manuals [31].

The tools of the COSSAP simulator can be described as:

Design specification

» Block Diagram Editor (BDE)

» Blocks from the COSSAP Model Libraries.
e Own block written by the user.

 Filter design tools.
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Simulation and analysis

» Stream Driven Simulator (SDS).

 Utilities to control and display a running simulation.
» Report generator tool.

» Graphical analyser that depicts simulation results.

Hardware implementation
e HDL Code Generator (VCG).
e HDL Simulation Interface (VSI).

Software implementation
» DSP Code generator (DCG).
» DSP Developer Kits (DDKS).

The entire system is specified using the COSSAP Block Diagram Editor
(BDE), where blocks and interconnects represent functions and data flow. A wide
selection of standard blocks is available from COSSAP's extensive model libraries.
Own models can also be defined. Complex block systems can be grouped into one
block by creating hierarchical blocks.

Once the design has been captured using the BDE, it can be simulated using
the Stream Driven Simulator (SDS). The SDS is the key to the signal processing
design system. The main features of the SDS are:

e Supports modelling at both the behavioural and architectural levels.
» Provides full support for asynchronous and multi-rate designs.
» Provides complete debugging facilities.

The driving force of the simulation is the stream of data, not time. Thus a
block is not scheduled for invocation till it has sufficient signal elements available at
its input port(s). When a simulation is scheduled it is not needed to "flatten" the
hierarchical block diagrams into their components or combine pieces of source code
for the signal flow of a flat block diagram. System simulations can be created and run
within an appropriate intuitive modular environment for the job at hand.

The COSSAP HDL Code Generator (VCG) creates HDL code for direct
synthesis of Integrated Circuits (IC), Field Programmable Gate Arrays (FPGA) or
ASICs. HDL code generation is based on the original block diagram defined for the
SDS.

The COSSAP HDL Simulation interface (VSI) provides a complete co-
simulation environment for systems that are specified as a mix of high-level blocks
and hardware blocks written in VHDL or Verilog. This interface supports the
Synopsys VHDL System Simulator (VSS) and the Cadence Verilog XL simulator for
verification of behavioural, Register Transfer Level (RTL) and gate-level designs.
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The COSSAP DSP Code Generator (DCG) creates programs that execute on
programmable digital signal processors. In addition to generic C code, the generator
produces code targeted for floating-point DSPs. From the block diagram the DCG
can automatically create a range of program architectures. The code size, throughput
and latency of the generated program can be controlled by selecting a scheduling
strategy, specifying the degree of macro pipelining, enabling or disabling code in-
lining, and selecting a memory allocation scheme. There is a library of DSP blocks
available, or own blocks can be written in C or assembly language.

The COSSAP DSP Developer Kits (DDKs) allow executing and assembling
code programs in a system-level simulation environment. Co-simulation with some
fixed-point DSPs is supported. The assembly code blocks are executed at the
instruction level by using an instruction-set simulator, while the rest of the system is
simulated in the COSSAP SDS.

5.1.1.1. COSSAP GSM.

The different radio channel models presented in COSSAP for the GSM
system will be presented. They are based on the model presented in Chapter 2.

The model gives the number of taps, the delay value of each tap and its
correspondent average power, and the type of Doppler spectrum of each tap. The
COSSAP block only takes the propagation profiles from the recommendations, the
carrier frequency and the sampling rate are given as parameters. The way how these
parameters are implemented in COSSAP will be presented next.

Delay

The delay is achieved by insertindNenumber of zero-valued samples at the
beginning of the signal to be delayed. If the input rate of the signal to be delayed is a
given factor f, and the desired delay is given byhen the number of zero-valued

samples to insert will be:
N=NINT[f, * T] (5.1)
where NINT represents the nearest integer value.

The smallest delay that can be achieved equ#ls 1/
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Rayleigh Distribution and Average Power.

The Rayleigh Distributed Amplitude is provided as defined in GSM
Recommendations 05.05, Version 3.13.0.

The input sampling rate is supposed tofpe 4 /T, whereT, is the symbol

duration. The Rayleigh distributed amplitude is modelled as a multiplicative
distortion f_(t), which has an adjustable average amplitaidé.e.

fn() = a, 1, (0) (5.2)

where f,(t) is a filter function with the fading spectruf(f) as it is presented in
Chapter 2, given by:

Fo(F)= (5.3)

[
N

-
Sl

The filter function f,(t) is implemented for a fixed velocity by an IIR filter.

The 8" order IIR-Filter modelling the Doppler spectra is originally described in [16],
and the filter coefficients used in the simulation are listed in [17]. Each path is
independently faded.

The filter has the normalized fading frequerfgy

27t
f

S

¢ = 0.05686 (5.4)

fy =

where f, is defined as

21T

T (5.5)

fy =

where f, represents the IRs/rate. Thus the COSSAP GSM model generates IRs
corresponding to a sampling rate of :

fo2M_ 2 _ % _11051Rs/A

*f, 0.05686 f,

This corresponds to the Doppler spectrum of a mobile with velscith that:

! Note that the normalised fading frequency is fixed in the model,fg;nisfixed as well. The value
of fd will depend on the sampling rate paramef@r
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2mv, f
f, = ff ¢ =0.05686 (5.6)

S

(For GSM the values of these parameters would fhe 900 MHz,
f,=4*270833 Hz, yielding to & value of 4*2941 Km/h.)

The filter input is white Gaussian noise with variance adjusted so that the
average output power after filtering equals one. The appropriate energy of the path is
obtained by multiplying the filtered noise with a corresponding skalar

P
k =1020

whereP, in dB, represents the required output power of the corresponding tap.

The output of a single source of white Gaussian noise is multiplexed onto the
different taps in order to avoid unwanted cross correlations.

The different velocities of the mobile are produced by interpolation over the
fixed number of IRs generated by the model (given by Eq. (5.5)). The larger the
interpolation rate, the slower the velocity of the mobile will be. The interpolation rate
is defined by:

%
Ru =~ (5.7)
wherev, is defined by Eqg. (5.5) andis the speed of the mobile.

This way it can be clearly seen that the necessary number of IRs for
simulating the radio channel when the mobile is moving at a certain speed are
generated by interpolation between the original IRs created by the model, with the
interpolation rate given by Eq. (5.7). The interpolator rate is achieved by two
interpolators, first a Sinc interpolator and then a linear, as it can be observed from
the block diagrams given in Appendix B1.

5.1.1.2. COSSAP CDMA.

The radio channel model is implemented according to the propagation model
defined in Chapter 2. It is adapted to a carrier frequency of 881 MHz. The delay,
Rayleigh distribution and average power are implemented in a similar way as the one
explained above for GSM, with the only difference of a fractional interpolation of
IRs instead of a Sinc and Linear interpolation, as it is done in GSM (v. Appendices
B1 and B2). The interpolation rate is the same as in Eq. (5.7) with the difference that
in the fractional interpolator the interpolation rate does not have to be an integer
value. It also allows interpolation rates smaller than 1, which alowvs be larger
thanv,. The maximum fow is thus determined to where the sampling rate reduction

produces aliasing of the fading spectra. Additionally, the interpolation algorithm may
be specified, the options drsear, Quadraticor Cubic
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5.2. Measurement-Based Radio Channel Model Simulations.

The most common way of simulating the radio channel is through a statistical
model. This model can be derived from measured data, but this measured data is not
usually used in the simulator, it is just used to obtain the statistical model that will be
implemented, as it was presented in the previous section.

In this work a different approach is studied, using the measured data in the
simulation. The main reasons leading to this are:

* Realistic model of the radio channel, thus more accurate behaviour.
» Comparison of the speed of the simulations with the statistical models.

This approach has already been used in [28] to test under realistic conditions
a sequential algorithm for joint parameter estimation and multiuser data detection in
DS/CDMA system with multipath propagation. The total number of IRs used was
500 and for each simulation run the channel IR of a single user was chosen randomly
from this set of IRs.

5.2.1. WIRCS.

With the purpose presented in Chapter 2 in mind the IRC-Wideband Impulse
Response Channel Simulator (WIRCS) was developed in this work. The simulator
used is COSSAP (see Section 5.1.1). The measurement system is explained in
Section 3.2. and the necessary processing that has to be done for using measured data
in a simulation of the radio channel is explained in Chapter 4.

All the pre-processing of the measured data before being used in the
simulation is done in MATLAB, while the simulation is done in COSSAP, thus a
program for converting MATLAB files into COSSAP datafiles has been created. The
main COSSAP blocks of the simulation consist on:

» A block that reads the IR from the created input dataset. The parameters of
this block are the number of taps of each IR and the location of the dataset.
The real and imaginary parts of the IRs are outputted separately and
inputted to the radio channel block.

* A block representing the radio channel, consisting of a FIR filter with
complex variable coefficients and complex data input. The parameters of
this block are the number of coefficients of the filter and the number of
input signals to be used with the same filter coefficients before updating
them.

An accurate knowledge of the IRs is necessary to set these parameters,
yielding otherwise to wrong matching of the measured data and the channel model.
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5.3. Measured Data-Simulation Link.

The main steps that have to be followed for using measured data in a
simulator are depicted in Fig. 5.1. This is applicable for a general simulator, and the
necessity of each step was presented throughout Chapter 4. In this work the concrete
signal processing done to the measured data in order to adapt it to the different
simulations performed was:

» Matched filter impulse response estimator

* No implementation of superresolution techniques

« Time domain interpolation of IRs using a cubic spline method. The
interpolation rate was established to achieve a rafg=0fl00 IRsA from the
measured data ratg'= 5 IRSA

« Decimation rate for achieving the different simulations sampling rates
from the original measured datafgt120 MHz. The anti-aliasing filter was a
100" order FIR filter, designed using the widowing method, and choosing a
Hamming window.

» The taps were defined by a noise threshold technique, using a threshold of
18 dB.

All the steps above were done in MATLAB, but any other similar software
tool could be used following the same steps. The conversion from MATLAB to
COSSAP format was done using the converter program described in Appendix A.
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6. TESTING

In this chapter the description of the different simulations done and the results
will be presented. The purpose of the simulations were:

» Testing the feasibility of the WIRCS model in a practical simulation. This
was done to check that the model really works and can be applied in a real
system.

e Comparing the speed of the WIRCS model to the statistical radio channel
models implemented in COSSAP.

In this work all the necessary steps for implementing the WIRCS model from
a set of measured data have been presented. Thus the first testing of this work
consisted on checking that the WIRCS radio channel model can really be
implemented and will work. For this purpose several simulations were done, as it
will be presented. The next aim of this work was to compare the statistical models
that can be implemented in COSSAP (as they are used in the GSM and CDMA radio
channel models) with the WIRCS model, once the previous test showed that it
worked.

There were several possibilities for setting the simulations parameters, all of
them depending on the characteristics of the simulated input data, and thus on the
system to be simulated. These parameters were set to give an estimation on the
duration of a simulation in a system where these models may be used. In this case the
goal was that the parameters suited the 1S-95 system, as it will be presented later.

The way in which the measured data is adapted to each simulation will be
explained as well throughout this chapter. The measured data chosen consisted on a
set of IRs measured in an urban microcellular environment over a track of 120
meters, with both NLOS and LOS sections. For comparing the speed of the different
models in some simulations the required simulated distance was greater than 120
meters. In these cases this set of IRs was used again and again, because using the
same set of IRs has no influence in the speed, and taking and adapting the measured
data in this required distance has an extra effort with no sense for this testing
purpose.

6.1 System input data.

As explained above the simulations were done to give an estimation about
how long it would take to simulate the radio channel in an overall simulation chain.
For this reason it had no sense to establish random parameters that just would tell the
differences of the two different models (WIRCS and statistical) and nothing about
the duration in a practical system (such as GSM or 1S-95), thus the parameters were
set accordingly to a particular system, in this case to the CDMA [S-95 system, with
the following parameters.
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» Sampling frequency,, = 1.2288 MHz
 Carrier frequencyf, = 2.154 GHz (this frequency is given by the measured

data, and is not a variable parameter in the WIRCS model, but it is in the
statistical model. For this reason it was set to the same value in the two
models, besides in WCDMA the carrier frequency will be in the band of 2
GH2z).

» Variable number of taps, delay and power of each tap, speed of the mobile
and number of samples to simulate.

The most important variable parameter (from the ones listed above)
regarding the duration of the simulation is clearly the number of samples to simulate.
This number is dependent on the BER value aimed to be defined in a simulation, the
number of errors used for calculating this BER (i.e. number of errors to have
adequate statistics about the BER), the length of the code used in the system (i.e.
number of chips per symbol) and the oversampling rate of the code (i.e. the number
of samples per symbol). These parameters vary depending on the system application
and, of course, on the programmer decision. As an usual way of establishing this
parameters:

 The BER depends on the overall system to simulate, and may vary from
107 to 107°(the lowest value is usually required for some data services with
heavy coding)?

* The number of symbol errors required at minimum BER is dependent on
the programmer's choice, but usually varies from 10 to 100 error samples. The
higher this number is the better statistics will be obtained.

» The oversampling rate depends on the system to simulate. For example to
model and simulate a system with nonlinearities an oversampling rate of 32
or greater is usually needed, but for other purposes usually it is enough to use
4, 8 or maximum 16.

* The length of the code depends as well on the system to be simulated, it
represents the number of chips per symbol used.

For example if the simulation system has the following characteristics:
BER =107 thus BER,, =107, 100 errors required for each BER value. 4 samples
per symbol and 127 chips per symbol, then the number of samples required to obtain
this BER point would be:

4x127x 1001% =508x 10 samples

Thus for obtaining a single point in the BER curve in this case 508 million
samples would be needed .

! For this value it is important to note that when simulating for achieving a certain BER value, e.g.
10, a value ten times smaller must be considered for the minimum BER, thus the minimum BER

would be fromo™to 10™in this case.
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6.2. Feasibility testing.

As explained in the beginning of this section a set of initial simulations were
done in order to check that the WIRCS model really works. The blocks to test
consisted of:

» Converter from MATLAB to COSSAP format, creation of COSSAP
datasets

» COSSAP Block reading the impulse responses

* FIR channel model with complex input data and complex coefficients (this
block was adapted from the COSSAP existing model for complex input data
and real coefficients)

» Working of these blocks together, as it is shown in Appendix B (Initial
simulations schematic)

For testing the converter function a simple test was done. It consisted on
converting a set of IRsto COSSAP ASCII format and comparing visually both. This
way it was checked that the function worked in the desired way (as it is explained in
Appendix A). Then the IR reader was checked by just viewing in COSSAP the data
read from an input dataset. Finally the way of testing that the blocks worked together
was to input a train of delta functions to the radio channel and check that the output
was the same as the IRs converted from MATLAB to the COSSAP input dataset. The
period of the train of delta functions was set to avoid overlapping between
consecutive IRs, so that each delta function would produce the output of a single IR
without causing overlapping with the next one. Then the data coming from the output
of the WIRCS radio channel model was browsed and compared to the original
MATLAB data. This way it was observed that the overall WIRCS model worked in a
correct way.

6.3. Simulation time comparison.

A simulation speed comparison parameter must be defined before comparing
the two approaches. From the simulator point of view there are two possible
simulation duration parameters:

« Elapsed time
+ CPU time

Elapsed time is the total duration of the simulation, and is strongly influenced
by the load of the system, and thus by the priority of access to the CPU compared to
the other users that might be using the system at the same time. In this situation it is
impossible to recreate the same system conditions in the various simulations to be
compared, therefore this parameter doesn't seem suitable to be used for the
comparison. On the other hand the CPU time is the effective time used by the
simulation, and this is the parameter that will be used for comparing the speed of the
different simulations, because it is independent of the system load.
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This is clearly seen when the same simulation is run several times in different
system load conditions, it is observed that the elapsed time is always different, while
the CPU time remains more or less constant.

The simulations were done in a HP 9000/780 machine, installed in the HP
UNIX workstation HPUX B.10.20, equipped with the PA-RfS@ocessor model
160 MHz clock frequency PA-7300LC, equipped with an external cache of 1 MB and
having a performance of SPECint95 = 7.75 and SPECfp95 = 7.56.

Once the criterion for measuring the speed of the simulation has been
established, the two radio channel model simulation's results (WIRCS and statistical
COSSAP model) will be presented along with all the parameters, preceded by the
description of the different simulations. It has been taken into account that both radio
channel models have the same characteristics (considering the common parameters
such as the value of the carrier frequency, the value of the tap delays and the
simulation sampling rate).

6.3.1. Simulations description.

The purpose of these simulations was to determine the simulation time of
both models under certain parameters and with the results presented make it possible
to extrapolate the simulation time under other values of these parameters. With this
motivation several set of simulations were done, varying the different parameters:

Number of taps

Speed of the mobile

e Sampling rate

Number of samples to simulate

The first set of simulations was done in order to find out the effect of varying
the different parameters when the number of samples to simulate remains constant.
The next simulations were done in order to see the effect of using an AWGN
generator, because in the practical use of the radio channel there will always be a
noise generator in the simulations. Finally all the parameters but the number of
samples to simulate and the number of taps were kept constant.

This last set of simulations was done under the most likely conditions in
which the radio channel will be used, i.e. under the CDMA parameters presented
earlier in this section. The sampling rate and the speed of the mobile were kept
constant and the number of taps and the number of samples to simulate were varied.
With these simulations it was observed how long a simulation of the radio channel
might take, for various number of taps in the model (6, 12 and 16), when the speed of
the mobile and the sampling rate are kept constant (respectively 3 m/s and 1.2288
MHz) and varying the number of samples (from 10 to 80 millions).

2 Precision Architecture-Reduced Instruction Set Computing

3 SPEC= Standard Performance Evaluation Corporation
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The number of taps was chosen to match the number of taps given in some of
the practical channel models presented in Section 2.3, while the number of samples
was chosen to have a significant amount of data without making the simulation time
very long.

The motivation for doing all these simulations was not only comparing both
WIRCS and COSSAP statistical models, but giving an idea about the time required
to simulate the radio channel with these two models under a given set of parameters.
This can be clearly done by extrapolating from the results obtained here, as it will be
presented in the last part of this chapter.

Next the simulation results for both models, with some explanations about
them, will be presented.

6.3.2. COSSAP Statistical Models.

Three different COSSAP statistical models where implemented in order to
reproduce the different number of taps: 6, 12 and 16 taps radio channel models where
implemented, where each tap if modelled as a classical Doppler spectrum, in the
same way as it was showed for GSM and CDMA. A scheme of the 12 taps model is
presented in Appendix B4. The parameters of these models are:

e Carrier frequency

e Delay of each tap

e Power of each tap

* Input and Output sampling rate

e Speed of the mobile

 Random seed and variance of the noise generator
* Method for interpolating the IRs.

As explained before these parameters were set so that they reproduce the
common parameters of IRs generated from the measured data and the generated
statistically (regarding carrier frequency, delay of each tap and the input and output
rate, as it will be shown in the numerical example of the parameters given later). The
simulation model consisted on inputting a train of Dirac samples and calculating the
absolute value at the output of the radio channel. As it can be observed in the
schematic given in the appendix B4, at this stage no noise generator was included.
Different simulations were done varying

* Number of taps of the radio channel

e Speed of the mobile

* Number of samples simulated (i.e. distance simulated)
« Simulation sampling rafe

* The sampling rate was set to match the sampling rate of the measured data model. This number is
different in the measured data model when the number of taps is changed.
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The tables presented next give the results of the simulations, first Table 6.1
shows the results of different simulations varying the speed and the number of taps.
Table 6.3 shows the results of various simulations when varying the number of
samples simulated and keeping constant the rest of the parameters.

Table 6.1. COSSAP statistical radio channel model simulation. Results for
f. = 2.154 GHz and 20 million sampfewith different speed and number of taps.

Model without noise generator.

TAPS SPEED fo CPU time Distance
[m/s] [MHZ] [mm.ss] [m]
6 3 1.2288 03.13 48.8
6 7.5 1.2288 03.40 122
6 15 1.2288 04.26 244
12 3 2.8 06.18 21
12 7.5 2.8 06.41 53.6
12 15 2.8 07.28 107
16 3 4 08.34 15
16 7.5 4 09.02 37.5
16 15 4 10.05 75

From Table 6.1 it can be clearly seen that the simulation time increases with
the number of taps, as it was expected because of the higher complexity of the model.
Another expected effect is that as the speed increases, the distance increases and the
number of interpolated IRs decreases. It can be seen in Table 6.1 that in this case the
CPU time increases. The main reason for this behaviour is found from the simulation
reports (see Appendix C): if the speed is increased the interpolation rate is smaller,
thus each activation of the interpolator model generates less IRs. For this reason, if
the same number of generated IRs is required for all the simulations then the higher
the speed is the more times the interpolator block has to be activated, resulting in a
greater CPU time. An example is shown in Table 6.2, representing the report of the
interpolator block for different simulated speeds in the 16 tap model.

Table 6.2.Interpolator block reports. 20 million samples simulated.

SPEED [m/s]> 3 7.5 15
Interpolation factor 1680 672 336
Activations 11912 29764 59517

In the results presented above noise was not included. Usually the generation
of random numbers, such as happens when implementing noise generators, take an
important part of the simulation time. Because of this additional simulations were
done in order to describe this effect. The noise consisted on an AWGN generator.

®> The number of samples is counted at the output of the radio channel block

73



Table 6.3.16 tap statistical model, noise generator included. 20 million samples

simulated. § =1.2288 MHz. f=2.154 GHz. Duration of the simulation

SPEED [m/s]

DISTANCE [m]

CPU time [mm.ss]

3 15 9.56
7.5 37.5 10.25
15 75 11.13

Next the result of the simulations done in order to see the effect of
incrementing the number of samples simulated in different models will be presented
in Table 6.4.

Table 6.4.Duration of the simulation [mm.ss] depending on the number of samples
f, =1.2288 MHz. v = 3 m/s._ £ 2.154 GHz. COSSAP statistical model including

noise generator.

Samples[millions] 10 20 40 80
Taps
6 02.17 04.35 09.16 18.10
12 03.58 08.01 15.48 31.33
16 05.28 10.42 21.17 42.33

From Table 6.4 it can be seen that if the number of samples is doubled, then
the CPU time is doubled also, as it was expected considering that doubling the
number of samples means doubling the number of operations to be done in the CPU,
and thus doubling the CPU time. This effect is observed to be the same
independently from the number of taps. As it will be shown later, the effect is the
same when using experimental data.

Comparing Tables 6.1, 6.2 and 6.4 it can be clearly seen that the increment of
time when including a noise generator and simulating the same number of samples
(20 millions in this example) is constant regardless the number of taps of the radio
channel model and the speed of the mobile, and about 1 minute and 20 seconds for
the simulations done. The same effect was observed in the WIRCS model, as it will
be presented later.

6.3.3. WIRCS model.

The results of the different simulations using the WIRCS model will be
presented in this section, preceded by an explanation about how the measured data
were measured and adapted to the simulations.

The data used in these simulations was measured by the IRC radio channel

sounder in an outdoor urban microcellular environment along a track of 120 meters
with NLOS and LOS. The sounder parameters were:
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f.= 2154 MHz
PN code length: 127

fop = 30 MHZ
» Configuration: Direct sampling
« f,=5IRsA
« f, =120 MHz

The IRs measured in this way consisted of 508 samples each one. The

adaptation to the different simulation was done in the following order (explained in
more detail in Chapter 4).

» AGC applied to the measured IRs (future adaptations may not include it)

» Decimation to the simulation sampling rate (this parameter is dependent on
the number of taps to be used in the simulation, e.g. for the 6 taps model a
decimation factor of 85 was applied, obtaining from the original 508 samples
the number of taps required: 6, consequently the sampling frequency of this
generated data was 120/83..4 MHz). This was done for just comparing the
two models in a similar way, but in the radio channel simulations using
WIRCS the number of taps will be determined by the simulation system
sampling rate and the noisy tail taps that can be removed.

 Interpolation of IRs from 5 to 100 IRs/

* Noise thresholding of 15 dB

In this procedure the decimation was done before the interpolation due to the

limitation of the software used. The size of the data created when interpolation was
done first occupied more memory than the software allowed, thus the data was first
decimated (reducing this way its amount) and then interpolated.

Simulations were performed under the same conditions as the statistical

channel model, yielding to the results presented in the following tables.

Table 6.5.WIRCS radio channel model simulation. Results fer 2154 GHz and
20 million samples with different speed and number of taps. Model without noise.

TAPS SPEED fo UPDATE | NUMBER | CPU time D
[m/s] [MHZ] RATE OF IRs [mm.ss] [m]
6 3 1.2288 565 35398 00.22 48.8
6 7.5 1.2288 226 88425 00.22 122
6 15 1.2288 113 176991 00.23 244
12 3 2.8 1287 15540 00.28 21
12 7.5 2.8 515 38834 00.30 53.6
12 15 2.8 257 77821 00.31 107
16 3 4 1839 10875 00.33 15
16 7.5 4 735 27210 00.34 37.5
16 15 4 367 54495 00.34 75
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Some explanatory comments about this table are:

« As it was explained above, the measured data consisted of a track of 120
meters, for simulations needing a greater distance the same set of IRs was
used again. This was just done for testing the speed and doesn't have any
effect in the results presented in this section.

« Update rate means how many simulated samples are used for the same
channel IR, and it is calculated as in Eq. (4.23).

« The number of IRs used is calculated from the number of samples
simulated and the updating rate.

The results observed in Table 6.5 are mainly:

* The simulation time is much smaller than in the statistical model, but the
main effort is done in the off-line processing.

» For a given model with a fixed number of taps increasing the speed has no
effect in the simulation time. This can be explained because when the speed is
increased the only parameter changed is the updating rate, and thus more IRs
have to be loaded, but the number of operations to be done in the CPU
remains the same. Because of this result it can be seen that the load of new
IRs takes unappreciable time from the simulation.

* When the number of taps is incremented, the effect on the duration is not
as large as in the statistical channel model.

The results of the simulations done considering the noise are presented in the
next table.

Table 6.6. Duration of the simulation:16 taps WIRCS model, noise generator
included. 20 million samples simulated, =1.2288 MHz, £2.154 GHz.

SPEED DISTANCE UR Num. IRs CPU time
[m/s] [m] [samples/IR] [mm.ss]
3 15 1839 10875 01.46
7.5 37.5 735 27210 01.47
15 75 367 54495 01.49

It can be observed that the effect of including a noise generator is the same as
in the statistical model, an increment of about 1 minute and 20 seconds over the
duration in the model without noise. So it can be inferred that the influence of the
noise generation in the simulations will be the same for both models.

Other simulations were performed in order to test the effect of the simulated
distance (or equivalently, amount of simulated data) in the duration of the simulation.
The results are presented in Table 6.7. The simulations were done for a simulated
speed of 3 m/s and models with different number of taps.
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Table 6.7. Durationfmm.ss] of the simulations with different numbers of

samplesf=1.2288 MHz. v=3 m/s. $2.154 GHz. WIRCS model including noise

generator.
Samples[millions] 10 20 40 80
Taps
6 00.48 01.36 03.10 06.26
12 00.51 01.43 03.28 06.56
16 00.54 01.48 03.36 07.12

As it was expected and in the same way as in the statistical channel model,
the time is doubled when the simulated amount of data is doubled.

6.3.4. Comparison results

After presenting the results of the different simulations done for the different
models, an example about the matching of the parameters of both models will be
presented, followed by the graphical representation of some of the results.

The parameters of the statistical model were set so that they matched the
same parameters obtained in the measured data. Considering the simulations done
with the 6 taps modelf, =1.2288 MHz. v = 3 m/and f, = 2.154 GHzthe adapted

data consisted on 6 taps where the delay spacing correspondéf] tthe same

delay spacing of the different taps was set in the statistical model. In both models a
cubic interpolation of IRs is implemented.

In figures 6.1-6.3 results comparing the duration of the simulations will be
presented, where the number of samples was kept constant and the speed and number
of taps varied. In these graphics the effect of the noise generator is not considered
because it has the same effect on both models.
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Figure 6.1. WIRCS vs. STATISTICAL model. Simulation time of 20 million samples
at 3 m/s. Comparison with 6, 12 and 16 taps.
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Figure 6.2. WIRCS vs. STATISTICAL model. Simulation time of 20 million samples
at 7.5 m/s. Comparison with 6, 12 and 16 taps.
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Figure 6.3. WIRCS vs. STATISTICAL model. Simulation time of 20 million samples
at 15 m/s. Comparison with 6, 12 and 16 taps.
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7.- CONCLUSIONS

In this section the conclusions about the study of using measured data in a
radio channel simulation model and the results of the different simulations performed
will be presented, along with the further field of investigation in the subject presented
in this work.

The conclusions extracted from the study of the different signal processing
that has to be done to the measured data for adapting it to the simulations are mainly:

e This approach offers a good flexibility for modelling different radio
channels as adaptation is done by just changing parameters in the off-line
signal processing. This way the same measured data can be used with several
parameters (e.g. different sampling rates, number of taps of the model, speed
of the mobile, etc. ).

e It is not necessary to measure a great amount of IRs. The necessary number
of IRs can be generated by interpolation. A cubic spline interpolation method
was tested, obtaining good results, for this purpose it seems to be good
enough.

e More precise radio channel models can be achieved with the
implementation of superresolution methods in the off-line processing of the
measured data.

The main conclusions extracted from the examination of the results are:

« The duration of the simulation time using the WIRCS model is
significantly reduced.

« The effect of augmenting the number of taps in the model is almost
insignificant in the WIRCS model compared with the classical statistical
models.

« Simulating higher speed in the WIRCS model makes the increase of the
simulation time much smaller than in the statistical model.

« The effect of increasing the number of samples to simulate is the same in
both models, the simulation time is increased at the same rate as the number
of samples, thus if the number of samples is doubled, the simulation time is
doubled as well. This effect is much more critical in the statistical model,
because the simulation times are greater.

« The effect of including random number generators (such as AWGN
blocks) is an equal absolute increment of time in both models.

Before making any complex simulation one should ask about how long it
would take. In some cases this duration would make the simulation unrealisable. The
GSM 05.05 recommendation can be considered as an example. The models are
usually defined by 12 taps settings, but according to the simulators it might not be
possible to simulate the complete model, for this reason a reduced configuration of 6
taps is given.
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As the different simulations to be done become more complex the model has
less chances to be implemented due to the duration it might take, an example of this
would be the simulation of multielement antenna configurations, where each element
represents a different channel. If these channels would be implemented as a statistical
model, they might not be realisable because of the very large duration of the
simulation, depending, of course, on the parameters of the simulation. On the other
hand using a model which would take less time, such as WIRCS, would make it
possible.

Another advantage that the WIRCS model has is the recreation of a more
realistic behaviour of the radio channel, based on the use of experimental data.
Traditionally this data is used for extracting the statistics on which the different radio
channels will be based. When the WIRCS model is used there is no need for this
studies about the measured data. The data can be used in a straightforward manner,
after some processing. This model is as well more flexible than the existing ones,
allowing an easy adaptation for the different types of environments and systems to be
studied.

One of the major drawbacks of the WIRCS model is the signal processing
that has to be done for the adaptation of the measured data to the simulations. This
processing is the main subject to investigate in further stages about this subject, as it
has been presented during this work.

The main points for further study are:

- Effect of the number of impulse responses per wavelength used in the
simulations. This effect can be observed in the BER curves obtained from a
communications system, where the overall system is configured for working
in a wideband multipath environment. This parameter is important in order to
know basically two things: the minimum number of IRs per wavelength
measured that is allowed for recreating the radio channel and the number of
IRs that must be interpolated from the original number measured.

« Implementation of noise and interference in the overall simulation system

« Implementation of superresolution methods vyielding to more accurate
radio channel models.

« Study the different methods for interpolating IRs.

« Study the different ways in which the resampling of each IR can be done.

This work just establishes the basic link between measured data and the
simulator, checking its feasibility and comparing the results with the traditional
methods for simulating the radio channel. It also mentions the further work to be
done in order to improve its performance.
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APPENDIX A
MATLAB-COSSAP DATA CONVERTER

In this appendix the program created in C-language for converting data from
MATLAB to COSSAP will be described. First the manual with the considerations for
compiling and using the program will be described, along with all the solutions to the
problems that the author found when creating it. Finally the code of the program will
be listed.

This appendix is thought to give the reader who is familiar with the subject a
better comprehension about what has been done, and how to reproduce the same
steps for creating and executing this program without facing the inherent problems of
the initial steps.

APPENDIX A.1. MANUAL

The task of this program is to translate the data generated in MATLAB
format into COSSAP Datasets that can be used for the simulations. For this reason
firstly an explanation about the MATLAB data ready to use in the simulations will be
given, in order to achieve a better understanding about this program. Finally the
description of the program and its use will be given.

MATLAB data

The first MATLAB data available consists of the raw measured data and the
AGC values. The IRs are obtained after processing the raw measured data, in this
processing including the AGC value or not is the user's choice. Finally the IRs are
adapted to the simulations via the signal processing explained throughout Chapter 4.
At this point a variable containing all the IRs from one antenna element is saved into
a MATLAB file, the structure of this variable is a two dimensional matrix where the
rows are the different samples of an IR and the columns are the different IRs,
containing either real or complex numbers. This file will be the source for the data
conversion.

Program call
The call syntax is as follows:

mat2coss <matlab file> <cossap file> <cossap format>
where:

* <matlabfile> is the complete path where thenat file is stored.

» <cossapfile> is the complete path where new file will be generated. The
extension of this file is usually set so that it gives the format in which the data
it contains is stored, where this is the one specified in the syntax (see Table
1). According to this, a file containing, e.g. COSSAP_ASCII data, would be
filename.ca

» <cossapformat>is the allowed COSSAP data type (see Table 1).
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Table 1L COSSAP file formats

COSSAP FORMAT SYNTAX
COSSAP_BINARY ch
COSSAP_ASCI| ca
ASCIl_MATRIX am
ASCIl_LF_EOR alf
ASCIl_BL EOR abl
RAW 8BIT 8
RAW 16BIT r16
RAW 32BIT 132

The MATLAB file can contain one variable (where thenat file has been
created by saving the MATLAB workspace variable with 'teve" command) of
real or complex data. The data from the variable will be converted into the
COSSAP format.  According to the usage of the data in the simulations, and
following the recommendations of the COSSAP manuals, the data will be stored in
the dataset as follows, e.g. a seNajiven complex values:

Real(element n.1)
Imag(element n.1)
Real(element n.2)
Imag(element n.2)

Real(element n.N)
Imag(element n.N)

In the simulations it should always be considered that the dataset has been
generated in this way, so if the original MATLAB data doesn't have real or imaginary
part, its correspondent value is saved as zero, to be consistent with the structure of
the dataset in the simulations.

The program will give information about what has been done, and will
display the type of errors that might happen during its execution. It will give a
complete information about the variable contained in the MATLAB file

* Number and name of the variable stored in the MAT-file.

* Number of elements converted from the variable (floating point numbers).
» COSSAP format into which the conversion has been done.

» File generated.

Compiling directives
When compiling the C-code of the converter program a few steps should be

followed, in this case when working in the operating system HPUX, with the
architecture HP700:
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* In order to use the MATLAB API functiongm@at* and mx* functions),

their correspondent libraries have to be compiled and linked to the code. This

must be done in two steps:

1.- Telling the system where the MATLAB API shared libraries reside. This
is done by appending its path to the environment vari8plelB_PATH (for
HP700 architectures). The command is:

setenv SHLIB_PATH <matlab>/extern/lib/hp700:$SHLIB_PAM1.1)

where <matlab> is the MATLAB root directory. In order to avoid writing this
command every time when the user logs in, it should be placed in a start up script
such as .cshrc

2.- Telling the compiler where the headers and the object code for these
functions are. This is done by including the header files from:

<matlab>/extern/includgoption-I in the compiler).
and by linking theemat and*mx libraries from:
<matlab>/extern/lib/hp70{options-L and-I in the compiler).
* And in order to use the COSSAH library, link from:
$COSSAP_DIR/lib

the following libraries:

cfh.a ch.a ca.a ma.a
fal.a fa2.a raw.a cmisce.a
misce.a filL.a unix.a

where3COSSAP_DIRs the path of the COSSAP root directory.

This link is done by compiling these libraries together with the program,
writing after the name of the file the path of all these libraries (see example of
compiling). The compiler had the optiosisand-| for this linking purpose, but when
both MATLAB and COSSAP libraries were linked at the same time the compiler
didn't create the executable file, so it was done as explained in the beginning of this
paragraph.

In the architecture used, the ANSI C compiler is invoked by the command
"cc". This command has several options that have to be used, apart from those that
have been explained before. These are:

» option-Ae for the extending mode (ANSI C compiler, that allows as well
the use of environment variables in the compiler options)
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» option -g for generating debugging code that can be used later with the
system debuggers (suchxah anddde when necessary.

One example of the command to execute would be:

cc -Ae -g example.c $COSSAP_DIR/lib/cfh.a ...$COSSAP_DIR/lib/unix.a
-I$MATLAB/extern/includeL SMATLAB/extern/lib/hp70@mat-Imx
-omat2coss.exe

Considerations
COSSAP FORMAT

Regarding the different COSSAP formats that can be used, a few
considerations should be made before the simulations in order to solve the tradeoff
between memory space and data organisation.

RAW data format. This is the most effective in memory management, for it
converts each data elementsigned chaysigned shortandsigned long(res. 8,16
and 32 formats) and it doesn't write formatting data or additional information into the
file as the other formats do. This format can be used to read and write unstructured
binary data, but when using it we should take into account that:

» It is not record oriented, i.e. the data stored in this format is not structured
in records, so the data organisation that the other formats have is lost . (For
the definition of record see COSSAWFile Organisation and Formats"”
manual [31]).

* When writing a file in RAW format all bits that cannot be represented are
lost.

With this format all the functions frorficth" for reading and writing are
supported (for more information about these functions refer to the COSEAdam
driven simulation user guidetanual [31]).

ASCIl data formats. These formats are record oriented, but the overhead
caused by the additional information is such that sometimes it makes the resulting
COSSAP file even larger than the original MATLAB file. For large amount of data
these formats are not recommended.

BINARY data format. This format is record oriented, where each record
consists of elements of the same type. This seems to give the best trade-off between
data organisation and memory space, for the overhead is smaller than the one in
ASCII and it is record oriented.

One example of the memory used by these different formats is shown on

Table 2 where the original MATLAB file consisted of data stored in a 252x100
matrix of complex values.
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Table 2.Memory space example.

FORMAT SIZE (bytes)
MATLAB 403.392
COSSAP_BINARY 204.880
COSSAP_ASCII 1.159.234
ASCIl_MATRIX 1.159.200
ASCIl_LF EOR 1.108.800
ASCIl_BL_EOR 1.159.200
RAW_32BIT 201.600

The most suitable COSSAP format when simulating large amount of data
seems to be thanary format, the main reasons for this are:

« Good memory management.
* Record oriented.
* Faster simulations.

EXTENSION

The conversion of MATLAB files containing only one variable has been
explained so far in this appendix because this is the type of files that will be used in
this work, but the MATLAB file can contain several variables saved in it. The
converter function takes this into account and is designed to convert several
variables, even though this option is not used in this work.

Each variable contained in the MATLAB file will be translated into a
different record in the COSSAP file in the same way as explained throughout this
appendix for files containing only one variable. Thus the COSSAP file created will
consist of as many records as variables had the original MATLAB file. The program
will give information about all the variables during the conversion:

* Number of variables contained in the MATLAB file
* Name and number of elements of each variable
 Order of conversion, thus record generation order
» COSSAP format used for the conversion

» Created COSSAP file
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COSSAP FILE GENERATED

When using the datasets created it's important to take into account the way
that the several variables are stored in the COSSAP file. This is important for the
way in which the datasets are going to be read in the simulations, and a decision
should be made about whether the reading will be done sequentially or record
oriented, depending on the number of records and their size.

Typically one file containing one variable storing a large amount of data, as
the ones used in this work, will be converted into one record, and here the sequential
way of reading is recommended. The main reason is that if the record oriented
reading is used, it might be possible that the whole file cannot be loaded into the
buffer. The different ways of reading are determined by the COSSAP macro function
used, for further details sé&tream driven simulator user guid@i the COSSAP
manuals [31].

DATA CONVERSION

Another feature of this program is that it converts the data from double
precision, as they are stored in MATLAB, to floating point precision, i.e. from 8 to 4
bytes. This is mainly done because in the simulations double precision is not needed
and this way memory save is achieved for enabling use of larger amount of data.

EXECUTION
The last step for running the program is just invoking the command. In order
to make it in the proper way it should be checked that the operating system knows

where the shared libraries reside, i.e. that command (Al.1) has been executed.

In some UNIX machines the act of invoking the command of the executable
code is not recognised, for this reason it has to be invoked in the following way:

/mat2coss <matfile> <cossap file> <cossap format>
(dot, slash followed by the name of the executable code and the parameters of the

program <...>, wherd indicates to the operating system that the executable code has
to be found in the current directory)
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APPENDIX A.2. Code

In this section the C code of the converter function will be listed, as it was
compiled for the executable function.

/*

* Created by J.Sanz, original idea by J. Mattila.

* Last modified 8th-July-98 for multiple variables.
*/

#include <stdio.h>

#include <stdlib.h> /* exit() */

#include <string.h>

#include <mat.h> /* from MATLAB */

void main (int argc, char *argv[])

{
char mat_file[1024]; [* path and name of Matlab file */
char coss_file[1024]; [* path and name of Cossap file */
char coss_format[1024]; [* cossap file format */
MATFile *pmat; [* pointer to the MATLAB file */
mxArray *pmx; [* pointer to a mxArray */
long mn; [* number of data elements */
int size; [* size (in bytes) of each element */
double *pr; [* pointer to real data */
double *pi; [* pointer to imag data */
float *pcoss; [* pointer to the writing vector */
float *pc; [* auxiliar */
double *pmr,*pmi; [* auxiliar pointers for writing */
FILE *cossfp; [* Cossap file handler pointer */
long ccg_Ip0; [* "for" loop index */
long status; [* controlling files in "cfh" functions */
long file_format; [* Cossap file format */
inti; [* for the different variables stored */
char **pdir;
int numdir;

[* Check command line parameters */
if (argc 1=4) {
fprintf(stderr,"LINE COMMAND IS NOT CORRECT ! \n");
fprintf(stderr,"Syntaxis when calling the function: \n");
fprintf(stderr,"\t converter <matlab file> <cossap file> <cossap format>\n");
exit(1);
}
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strcpy (mat_file, argv[1]); [* source file - Matlab file */
strcpy (coss_file, argv[2]); [* destination file - Cossap file */
strcpy (coss_format, argv[3]); /* Cossap format */

[* open Matlab file for reading */
pmat=matOpen(mat_file,"r");
if (pmat==NULL) {
fprintf(stderr,"Problems opening:\t%s\n",mat_file);
exit(1); /* the 1 indicates abnormal program termination */
}
[* check that the file format is correct */
file_format = 0O;
if (!strcmp (coss_format, "cb") ) {
file_format = 1, [* COSSAP_BINARY */
}
if (!strcmp (coss_format, "ca") ) {
file_format = 2; [* COSSAP_ASCII */
}
if (!strcmp (coss_format, "am™) ) {
file_format = 3; [* ASCII_MATRIX */
}
if (!strcmp (coss_format, "alf") ) {
file_format = 6; /* ASCIl_LF_EOR */
}
if (!strcmp (coss_format, "abl") ) {
file_format =7, /* ASCIl_BL_EOR */
}
if (!strcmp (coss_format, "r8") ) {
file_format = 8; [* RAW_8BIT */
}
if (!strcmp (coss_format, "r16")) {
file_format = 9; [* RAW_16BIT */
}
if (!strcmp (coss_format, "r32") ) {
file_format=10; /* RAW_32BIT */
}
if (Mfile_format) {
fprintf (stderr, "\nFile format - %s - is not correct'\n\n", coss_format);
fprintf (stderr, "Correct formats are listed below:\n\n");
fprintf (stderr, "\t cb \t - t COSSAP_BINARY\n");
fprintf (stderr, "\t ca \t - \t COSSAP_ASCIN\n");
fprintf (stderr, "\t am \t - \t ASCIl_MATRIX\n");
fprintf (stderr, "\t alf \t - \t ASCIl_LF_EOR\n");
fprintf (stderr, "\t abl \t - \t ASCIl_BL_EOR\n");
fprintf (stderr, "\t r8 \t - \t RAW_8BIT\n");
fprintf (stderr, "\t r16 \t - \t RAW_16BIT\n");
fprintf (stderr, "\t r32 \t - \t RAW_32BIT\n\n");
exit(1);
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/* open Cossap file in format "file_format" for writing */

status = cfhopen (file_format, &cossfp, coss_file, "WRITE");

if (status) {
fprintf (stderr, "\n Cannot Open Cossap file:\t%s\n",coss_file);
fprintf (stderr, " for writing in the cossap %s format\n",coss_format);
exit(1);
}

printf("\nWRITING DATA FROM MATLAB FILE <%s> TO COSSAP FILE
<%s>\n\n",mat_file,coss_file);

pdir=matGetDir(pmat, &nhumdir);

if (pdir == NULL && numdir < 0) {

fprintf(stderr,"Can't read directory from <%s> \n",mat_file);

exit(1);

printf("\n\tDirectories of MAT-file: <%s>\n\n",mat_file);

for (i = 0; i < numdir; i++) {
printf("\tNumber of variables stored: %i \n\n",numdir);
printf("\tVariable Number: %i corresponds to <%s>\n",i+1,pdir[i]);
pmx=matGetArray(pmat,pdir[i]);

/* Retrieving MATLAB file information
pmx=matGetNextArray(pmat);
If (pmx==NULL)
printf("Error getting mxArray from file %s",mat_file);
exit(1);
}

[* writing variables one by one */

mn = mxGetM(pmx)*mxGetN(pmx); /* Number of elements in the Array */
size = mxGetElementSize(pmx); /* Size, in bytes, of each element */

/* check that the size of FLOAT number is four bytes */
if (sizeof(float) '=4) {
fprintf (stderr, "\nThe size of FLOAT variable is not four bytes as assumed
here.\n");
fprintf (stderr, "\nYou probably need to change FLOAT type arrays to
DOUBLE type arrays!\n");
exit(1);
}
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/* Memory allocation */
pcoss = (float *) malloc ((size_t) ((2*mn +1)*sizeof(float)));
if (pcoss==NULL) {

fprintf(stderr,"\n Memory allocation failure !!! \n");

}

[* Getting data from the mxArray */

pr = mxGetPr(pmx);

if (pr==NULL && (ImxIsComplex(pmx))) {
fprintf(stderr,"Error reading real data from: %s\n",coss_file);
exit(1);
}

pi = mxGetPi(pmx);

if (pi==NULL && mxIsComplex(pmx)) {
fprintf(stderr,"Error reading Imag data from: %s\n",coss_file);
exit(1);
}

[* writing data vector (pcoss) */
[* auxiliar pointers initialization */
pc=&pcoss[0];

pmr=&pr[O];

pmi=&pi[0];

[* writing data to the vector for different data type */
[* Type cast for converting double type to float */
[* Several possibilities available */

[* First possibility: Real & Imag part */
/* OR Imag part (in this case the real part is set to zero by MATLAB) */
if (pr'=NULL && pi!l=NULL) {
for (ccg_Ip0=0;ccg_IpO<mn;ccg_Ip0++) {
*pc++ = (float) (*pmr++);
*pc++ = (float) (*pmi++);
}
}

[* Second One: Real */

if (pr'=NULL && pi==NULL) {

for (ccg_Ip0=0;ccg_IpO<mn;ccg_Ip0++) {
*pc++ = (float) (*pmr++);
*pc++ =0; /[* setting Imag part to zero */
}

}

status = cfhswrtfloat (file_format, cossfp, pcoss, 2 * mn);
if (status) {
fprintf (stderr, "\n Cannot write data: %s in %s\n",coss_file,coss_file);
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exit(1);

/* Report of what has been done */

printf("\tNumber of elements from MATLAB %s variable are
%i\n",pdir[i],2*mn);

printf("\tConverted to <%s> COSSAP format\n\n",coss_format);

[* Deallocate Memory */
mxFree(pmx);
mxFree(pr);
mxFree(pi);

free((char*) pcoss);

} *FOR LOOP*/

* close all files */

status = cfhclose (file_format, cossfp, "KEEP");/* Cossap file */

if (status) {
fprintf (stderr, "\n Problems closing COSSAP <%s> file'\n",coss_file);
exit(1);
}

if (matClose(pmat) !'=0) {
fprintf(stderr,"\n Problems closing MATLAB <%s> file\n",mat_file);
}

mxFree(pdir);
printf(" CONVERSION DONE "\n");
return;
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APPENDIX B.1.

COSSAP GSM model
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1 TAP implementation: Classical Rayleigh fading

CLASS

LRl QUT_REA
U O
Rayleigh fading modelling: Sinc & Linear Interpolation.
M_RAYLEIGH
Filtering for : :
ot moddeg M p o Tt W
Generation  rayleigh fading nterpolation removal  Interpolation
OUT_REAL INPUTY  OUTPUTY IN_REAL OUT_REAL IN_REAL OUT_RI INPUT1  OLTRUTY INPUTT  QUTPUT|
WeHRGul  weurd Pl JnaBlNGGa MRV a2
M4 15 12
IN_REAL DT our_ReAl
IN Mg OUT_IAG

96



APPENDIX B.2.
CDMA 1S-95 MODEL
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1 TAP implementation: Classical Rayleigh fading
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APPENDIX B.3.

in_real D
in_imag
ChannelCoeffReal
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APPENDIX B.4.

WIRCS MODEL
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APPENDIX B.5

TEST ENVIRONMENT FOR WIRCS RADIO CHANNEL MODEL
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APPENDIX C
SIMULATION PARTIAL REPORT EXAMPLE

Simulations performed with the following parameters:
- 40 million samples
- Mobile at a 3 m/s speed
- Multipath consisting on 6 taps
- Sampling rate: 1.2288 MHz
- Carrier frequency: 2.154 GHz
- Measured IR generated at 100 IRs/ A
Reports including duration and number of activation of each block
Simulation number 629 using measured data
Simulation number 630 using the statistical channel model

*kkkkkkkkkkkkhkkkhkkkkk

COSSAP report generator

*kkkkkkkkkkkhkkhhkkkkk

summary of simulation number 629
elapsed time 0 00:11:22.577 CPU time 0 00:00:45.210

configuration by unknown_user
on unknown_installation
running COSSAP release 1998.02
on 12-oct-1998 07:25:08

executed by unknown_user
on unknown_installation
running COSSAP release 1998.02
on unknown

destination is unknown_user
on unknown_installation
running COSSAP release 1998.02
on 12-oct-1998 10:36:41

model name instance name activations
MOD63:DMPNR M5 70797
DSP:DIRAC_TRAIN M2 78432
CHAN_LIB:TAP_FIR M1 70797
CHAN_LIB:cir_source MO 833
DSP:CONST_GEN M4 78126
DSP:ABSOLUTE_QC M3 70797

*kkkkkkkkkkkhkkkhkhkkkkk

COSSAP report generator

*kkkkkkkkkkkkhkkkkhkkkkk

summary of simulation number 630
elapsed time 0 00:19:59.965 CPU time 0 00:06:27.700

configuration by unknown_user
on unknown_installation
running COSSAP release 1998.02
on 12-oct-1998 07:39:00

executed by unknown_user
on unknown_installation
running COSSAP release 1998.02
on unknown
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destination is unknown_user
on unknown_installation
running COSSAP release 1998.02
on 12-oct-1998 10:59:16

model name instance name activations
DSP:ABSOLUTE_QC M9 1007666
DSP:CONST_GEN M4 78125
MOD63:DMPNR M1 78125
DSP:DIRAC_TRAIN M2 78432
MOD63:WGNQC MO0.MO 909
MODG63:SRDR M0.M3.M11 156250
MODG63:DELAYR M0.M3.M6 156250
MODG63:1IRC M0.M3.M1.M5 909
MODG63:DELR M0.M3.M1.M12 77500
MOD63:MCVCSM M0.M3.M1.POW 909
MOD63:MCVMUL M0.M3.M1.M9 233436
GSM:INTERPOL_FRAC M0.M3.M1.M3 77500
GSM:INTERPOL_FRAC M0.M3.M1.M2 77500
MODG63:SRDR M0.M4.M11 156251
MODG63:DELAYR MO0.M4.M6 156251
MODG63:1IRC M0.M4.M1.M5 909
MODG63:DELR M0.M4.M1.M12 77500
MOD63:MCVCSM M0.M4.M1.POW 909
MOD63:MCVMUL M0.M4.M1.M9 233436
GSM:INTERPOL_FRAC M0.M4.M1.M3 77500
GSM:INTERPOL_FRAC M0.M4.M1.M2 77500
MODG63:SRDR MO0.M5.M11 156251
MODG63:DELAYR MO0.M5.M6 156251
MODG63:1IRC M0.M5.M1.M5 909
MODG63:DELR MO0.M5.M1.M12 77500
MOD63:MCVCSM MO.M5.M1.POW 909
MOD63:MCVMUL M0.M5.M1.M9 233437
GSM:INTERPOL_FRAC MO0.M5.M1.M3 77500
GSM:INTERPOL_FRAC MO0.M5.M1.M2 77500
MODG63:SRDR M0.M11.M11 155638
MODG63:DELAYR M0.M11.M6 155638
MODG63:1IRC M0.M11.M1.M5 909
MODG63:DELR M0.M11.M1.M12 77500
MOD63:MCVCSM MO0.M11.M1.POW 909
MOD63:MCVMUL M0.M11.M1.M9 232826
GSM:INTERPOL_FRAC M0.M11.M1.M3 77500
GSM:INTERPOL_FRAC MO0.M11.M1.M2 77500
MODG63:SRDR M0.M12.M11 155638
MODG63:DELAYR M0.M12.M6 155638
MODG63:1IRC M0.M12.M1.M5 909
MODG63:DELR M0.M12.M1.M12 77500
MOD63:MCVCSM M0.M12.M1.POW 909
MOD63:MCVMUL M0.M12.M1.M9 232825
GSM:INTERPOL_FRAC M0.M12.M1.M3 77500
GSM:INTERPOL_FRAC M0.M12.M1.M2 77500
MODG63:SRDR M0.M13.M11 155025
MODG63:DELAYR M0.M13.M6 155025
MODG63:1IRC M0.M13.M1.M5 909
MODG63:DELR M0.M13.M1.M12 77500
MOD63:MCVCSM M0.M13.M1.POW 909
MOD63:MCVMUL M0.M13.M1.M9 232212
GSM:INTERPOL_FRAC M0.M13.M1.M3 77500
GSM:INTERPOL_FRAC M0.M13.M1.M2 77500
DSP:ADD3_QC MO0.M6 544716
DSP:ADD3_QC M0.M14 542883
MODG63:S2PR MO0.M1 909
MODG63:S2PR MO0.M2 909
DSP:ADD2_QC MO0.M15 1007666
MODG63:FORKR MO.FORKR_SIG_14 78125
MODG63:FORKR MO.FORKR_SIG_15 78432
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