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Abstract—n this paper we propose a novel receiver structure
that utilizes the soft information provided by the channel
decoder in the multiuser detection. This receiver structure is
based on a single-user version of the uncodedaximum a priori
criterion. We derive the optimal multiuser likelihood

calculation algorithm for this structure. In addition, suboptimal

algorithms are proposed that are based on interference
cancellation. Numerical simulations are reported which
indicate that these suboptimal algorithms have a close-to-

in multiuser detection. In this structure, the uncoded MAP
criterion is used separately for each user for multiuser
likelihood calculations instead of the joint uncoded MAP
criterion that was used ir8]. We derive the optimal
multiuser likelihood calculatiofMULC) algorithm for this
structure. This algorithm has a rather high complexity and
thus several suboptimal algorithms are proposed that are
based on interference cancellation. Numerical simulations

show that even these suboptimal algorithms have a close-to-
optimal coded BER performance, especially when the
variance estimation of the data is performed individually for
each iteration round.

optimal coded BER performance even in the presence of high-
power interferers.

|. INTRODUCTION

The past research on code division multiple access (CDMA) Il. SYSTEM MODEL

multiuser detection has mainly concentrated on the uncode]dne CDMA system modeled in this paper is the uplink chip

case, that is, the channel coding is assumed to be total‘%d symbol-synchronous  direct sequence DS-CDMA
independent from the multiuser detection and is thus ignoregommunication system with users. We assume BPSK

in the analysis and algorithm desitj. Recently, there has 4 jation. The model uses convolutional channel coding to
been a growing interest for an integrated approach, whefg,,.,ve the BER performance of the system. The channel is
the channel coding is taken into account in the design a"}ﬂodeled as a time-invariant single-path channel where

analysis of the multiuser . receivers.  An OptimalGaussian noise with zero mean and variaride added. The
detector/decoder for a convolutionally coded CDMA systemock diagram of the system is shown in Figure 1.

was derived in[2] by Giallorenzi and Wilson, who also _

proposed several suboptimum multiuser receiver structurd a synchronous CDMA system, the matched filter output at
in [3]. Different suboptimum approaches have been studieimei can be expressed as
in[4-6,10,12,18 y; =RAX, +n, 1)
On th_e other hand, in the area of coding theory iteraﬁv@vhere x=(x®,...x")T is the coded data vector containing
decoding has become a popular research topic, mainjye transmitted data symbols of every user ands the

because of the Turbo codef]. A number of approaches 4 ssian noise. FurthermoRejis the correlation matrix and
combining iterative decoding and multiuser detection hav i the channel matrix. that is

also been studied. [19], an iterative structure consisting of a

combining algorithm followed by parallel MAP-decoders o1 p, Py O 2
(one for each user) was investigated.[8), an iterative %p 1 o %

multiuser receiver with channel decoding was derived by R=pg. . g

using the uncodedhaximum a posterior{MAP) criterion O’ ‘ O

jointly for all users. In these receivers, the channel decoder o Pez 10

output can be used to further improve the receiver )

performance. This is done in an iterative fashion similar to A :dlag(ai,...,aK), (3)

the iterative decoding algorithms used for concatenategiherep is the cross-correlation between usessidj. The
]
codeq[11]. channel matrix is diagonal since we assume single-path

In this paper we propose a novel receiver structure th&fopagation.
utilizes the soft information provided by the channel decoder
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y® the termiterative IC-type receiveto emphasize the fact that

x® [ Encoder J— Spreading —> . .
: : Joint | the receiver has a disjoint user-by-user structure and the
dEtecé'OFQ channel symbol information is shared between the single-
an

N user receivers and used for interference cancellation.
decodind :

> During the mth iteration, the MULC unit calculates the
symbol likelihoods based on the matched filter outgtiof
Figure 1: Block diagram of the communication system the respective user and the estimdfégn-1) of the LLRs
for the channel symbols transmitted by the interfering users.
These estimates are calculated during the previous iteration
The decoder structure used in the iterative decodingound by adding the output of the outer unit with the earlier
algorithms of (serially) concatenated codes provides thikelihood estimate produced by the MULC unit. The outer
principal model for our receiver structure. Naturally, there iqunit is a soft-input-soft-output (SISO) decoder, a unit that is
no need for the inner constituent decoder in a system usimgmmonly used as a constituent decoder when decoding
non-concatenated channel coding. However, substituting thebncatenated codes, and it produces its output by adjusting
inner decoder with amultiuser likelihood calculation the symbol likelihoods based on its knowledge of the
(MULC) unit allows the utilization of the feedback from the channel code trellis. The SISO unit also produces the final
channel decoder in the likelihood calculations. Thisdata symbol decisions after the last iteration round.
approach is similar to the receiver structure considered in

X Encoder H— Spreading

I1l. | TERATIVE IC-TYPE RECEIVER STRUCTURE

[8]. 1D(m=-1) (=
In [8], the multiuser likelihood calculations are based on the Y | ® (m)
joint uncoded MAP criterion B
A
X =arg maxp(x; |y, ) @) y( MULC L (x9;m) | SIS0 Lo (x®: m)

X [ 3 =
Thus the soft information input provided for each channel "Decoded
decoder contains the information about the whole matched data symbol
filter sample vectoy,. In traditional interference cancellation

algorithms for uncoded data, the symbol decision is based Ly (x%: m-1)

only on the code matched filter output for ugeand the o

tentat've_ symbol dEC|§|OnS _for the interfering usgrs. SInCEigure 2: Themth stage of the iterative IC-type receiver structure utilizing
our receiver structure is designed for MULC algorithms that channel decoding

are based on these interference cancellation algorithms, we _— .
adopt the corresponding approach in multiuser likelihoo here_ are several possibilities for the actual algorithm to be
calculation. It means that a single-user version of th&'Sed in the SISO. We have selected the well-known MAP

uncoded MAP criteria algor.ithm[ll]. that uses two-way recursions to calculate l?gth
the information symbol and channel symbol probability
X" = arg maxp(x]y) (5) distributions based om priori channel and information

A . symbol probability distributions and the knowledge of the

is used for each user separately. For eachkyske solution  code trellis. The calculation is based on minimizing the
of this optimization problem requires, in addition to thej,formation symbol error probability. We use a variant
knowledge of the noise variancé only the knowledge of \yhere all the input and output distributions are expressed in
the useik matched filter outputy,” and the estimates of the he form of log-likelihood ratios. In our case the information
symbol probability distributions for every interfering user. symbols ara priori equiprobable and can thus be ignored in
These estimates of the symbol probability distributions arghe S1SO unit. Furthermore, we use the extrinsic channel bit
presented ag-likelihood ratios(LLR), where the LLR for  propapilities instead of the channel symbol probabilities as

symbolsis defined as the output of the SISO unit. These are calculated by using
P(s= +1) the formula derived ifil1]. Thus if Rx") (resp. B(x")) is
L(9)=log . —— © the a priori trinsi teri babilit
P(s=-1) priori (resp. extrinsica posterior) probability

where P$¢=+1) is the probability for the symbaelto be+1. dlStl’IbutIOﬂl for Cha“T‘e' b'ts. then. we can form the
carresponding log-likelihood ratios as:

Where necessary, we extend this notation also to the case
with conditional probabilities. P (x® = +1) @)

. o . L, (x*) =log o~
The proposed receiver has an iterative structure witimthe R(x" =-1)

stage of the receiver for useis shown in Figure 2. We use



L ) = 1o P, (x™® = +1) (8) Where thep, is the projection operator that returns kile
olX gpo(xi(k) =-1) element of a vector. Thug, (¢)is the total interference

As was mentioned above, the MULC unit uses for each uséfgnal in the case the symbol transmitted by usese .
k the code matched filter outpytand the channel bit LLRs
I, of the interfering users for likelihood calculation. In the

next section we present alternative algorithms for the MULCHSING the estimates(m-1). Denoting the estimate by
unit. L(&J (m), the following likelihood calculation step at stage

For any iteration roundh, the L(I\b(llli term can be obtained by

V. MULTIUSER LIKELIHOOD CALCULATIONS can be derived:
(k)

In thi ion we derive alternative likelih Iculation Cy 23 : 14
this section we derive altemnative likelihood calculation | (y .y = “) AL, (m)+ L (X me1) (14)

algorithms for the receiver structure given in the previous o

section. Although our primary focus is on algorithms thatB. Suboptimal Approaches

use some form of interference cancellation procedure fqp this section we consider the likelihood calculation

these calculations, we also derive an algorithm that igigorithms that use an interference cancellation step during

optimal solution with respect to the uncoded separated MAR\e calculation. The simplest such algorithm (the hard

criteria. This provides a useful reference point for evaluatingjecision cancellation) can in fact be obtained as an

suboptimal algorithms and gives an upper limit for thegpnroximation of the optimal calculation. Consider the

performance of this kind of a receiver structure. optimal algorithm which includes the calculation of the
. o ) logarithm of an exponential sum (12). Since the sum is taken
A. Optimal Likelihood Calculation over all possible bit combinations sent by all the users, the

The optimal likelihood calculation algorithm is derived from number of terms in the sum i§, vhereK is the number of

the separated uncoded MAP criteria (5). Thus the algorithmsers. This kind of log-exponential sums are often
requires the knowledge of the noise variaoGeéhe matched encountered in MAP algorithms and they can be
filter output sampley® and the probability distributions of approximated by the maximum of the expongat§. If one

the channel symbolg? for jzk. By using the well-known assumes that the bit estimates are highly reliable for all users
Bayes formula, thea(posterior) LLR can be presented as  then for eachi there exist@, such that P(8)=1 and

L(x®y® )= L(y® 69 )+ L) ©) P(e) = Ofor all othere and we can approximate the{, .
o PUMIY =40 P =49 ag) O
= 9P (v X0 = —1y0 P(x =)0 L= —Zizk (&) (15)
where the second term contains thepriori information o o '
about the transmitted information symbol and the first tern his gives
is the LLR for the reception of* on the condition that" (16)

2a, yi(k) _ 23,14, (&) _Zi(
2 2 - 2

was transmitted. In an AWGN channel the first term is just ap (y®|x® )=
g g g

multiplication of the matched filter output samplé’ with
the channel reliability coefficient 2a/c>. A simple This approximation can thus be obtained by a hard decision
calculation shows that the presence of multiple accedgterference cancellation followed by multiplication with the
interference (MAI) adds an extra term to the AWGN case: channel coefficient.

Yi(k) - U (& ))

24, v During the iteration rounch, the vectore can be estimated
Ly®[x®) = 2h ) (11) _ _ i ,

Yot =7 2 WA j by sign(), defined as a vector with thith element

where sign(l_i“)(m—l)) for j#k and 0 for thekth element . With this
0 U(207)( 2y, -a) i (&)-1(92) [] 1oy hotation and when using the approximation (16), the

© DZ Fe)e O (12) likelihood calculation step becomes:
L A= log3= g
i U(20?)( 2yie+a) (&) -1( &) () _ ian(l .
EZ P(e) e E L (x¥m) = 22, (Y, 5;(8|gn( D) Lox®W:m-ny (A7)

The summations are over all suethate =0 and e =+1 The simulations show (see Section VI) that the performance

of this hard decision cancellation algorithm is rather poor

] ) o . when the base station received different users with different

symbole by userj for all userg# k at timei. The function  ,,\ers. One possible reason for this can be the fact that the

Ly (e) is defined as algorithm actually consists of two steps: the interference
1 (6) = P, RAe (13) cancellation step and the multiplication with the channel

for jzkandP(e) is the probability of the transmission of



10° T

reliability coefficient. We can view the interference

cancellation step as a method to transform a channel wi I ecion IS with variance estimation
MAI into a pure AWGN channel, after which the likelihood — g;fttllmcale'tch variance estimation
calculation for the transformed channel is done in the secor *° ¢ Single user bound E

step. The transformed channel is naturally no longer a
AWGN channel and there will be a certain approximatior
error introduced in the likelihood calculations.

i
o,
ot
T
I

d BER for user 1

However, an even more serious performance degrading
introduced because the variance of the transformed chanig .| i
is not the same as that of the original added noise. Using t°
original varianceo’ in the channel reliability coefficient X X )
introduces an error to (17) that has a severe degrading effe 1o+ ,
on the performance of the algorithm especially when th
amount of interference to be canceled is large, for instant
when a high power interferer is present. This will be 107 - . . A
illustrated in Section VI. We can remove this source of errc Hteration

with a simple modification to the algorithm. All that needs
to be done is to estimate the variance separately after each
cancellation procedure and use this estimate in the chanr |,
reliability coefficient. As a result, we get the following two-
step variant of the likelihood calculation at stage-irst, we )
perform the interference calculation step to obtain the .|
corrected matched filter output samples

Figure 3: Receiver performance with equal received powers

Hard decision IC
—*— Hard decision IC with variance estimation
—x— Soft IC with variance estimation

—t Optimal LC

Single user bound

9% =y - p (sign(1,)) (18)
and calculate a new variance estimae based on the

modified sample set)?i(k). Then calculate the likelihoods
using formula

Coded BER for user 1

28, (§) 19
kO—A—2+ Lo(xi“‘);m—l) (19) ol
As will be seen in Section VI, this improves the performanc
dramatically.

L, (Xi(k) ym =

107° 1 1 1

The hard decision interference calculation step can £ ° ' Heraiion s 4

substituted with some other interference calculation method.

In this paper we only consider one variant of the basidigure 4: BER performance for a user with a decreased (-3dB) power level

interference cancellation procedure, called here the “soft”

interference cancellation. This variant is obtained by usindrigure 3 shows the case, where the received power levels of

the meanE(y, (e)) instead ofy (&) that was used above. all users are the same. _AII tested MULC algorithms, except

This results in an algorithm where the interferencdN€_One using (17), give approximately the same PER

calculation step (18) is replaced by: perf_o_rmance. The_ pen_‘ormance decrgase of the *“hard
decision IC" algorithm is at least partially due to heavy

g = y® —p (tank(l, / 2)) (20)  interference cancellation caused by relatively large

correlation coefficients.

VI. NUMERICAL RESULTS

In this section we will report some numerical resu|t5Figure 4 giVGS the coded BER for user 1 after each iteration
obtained through simulations. The channel coding used heféep in a situation, where user 1 is received with a power
is a rate 1/2 convolutional code with the generator (7'5jevel 3 dB lower than that of the other users that are received
The SNR is 2 dB and the number of simultaneous users With equal powers. One can see that the optimal likelihood

K=4. The correlation coefficier=0.3 is used for each user calculation obtains a near single user performance after few
pair. iteration rounds. The performance is in fact better than in the

equal power case, mainly because the increased power levels



of the interfering users also increase their respective SNRsterference cancellation techniques can be applied to
and thus provide more reliable symbol estimates to be usgaoduce algorithms that have a close to optimal coded BER
in the multiuser likelihood calculations. It is also worth performance, even with unequal received powers, when the
noting that while the hard decision IC without variance revariance estimation of the data is performed individually for

estimation after each iteration round performs rather badlygach iteration round.

the performance improves dramatically when variance is
estimated from the sample data after each iteration round.
The performance improvement achieved by using the “softThe authors want to thank Dr. J. Lilleberg and Mr. A.
IC instead of hard decision IC is almost none since both soHottinen for valuable discussions.

and hard variants of the algorithm have near-optimal
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