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Abstract:

The scarce radio spectrum imposes hard limitations on design of cellular radio systems. To

provide communication services with high capacity and good quality of service requires powerful

methods for sharing the radio spectrum in most eÆcient way. In practice, all sharing methods

introduce interference, which is proportional to the transmitter powers. The transmitter power

control is a key technique to balance the received signal strength and the interference power,

which in turn enables more eÆcient sharing.

Emerging multimedia service can be characterized by di�erent quality of service requirements

such as minimum transmission rates. For a real-time service, users must be guaranteed a tol-

erable minimum rate. However, non-real time applications, i.e. delay insensitive applications,

may temporarily lower their transmission rates even to zero, utilizing any excess capacity that

the system is able to provide.

For the �xed-rate systems, we study the e�ect of additional information on the convergence

speed of CIR based power control algorithms. For that purpose we suggest two new algorithms

and compare them with the distributed constrained power control algorithm (DCPC) [31].

The �rst algorithm is called second-order power control algorithm (SOPC) and the other is

called block power control algorithm (BPC). SOPC utilizes power levels at current as well as

previous iterations to compute power update in a distributed fashion. Gain for such a second-

order algorithm is in faster convergence. In bunched systems, it is assumed that some of the

link gains are available for radio resource management functions. BPC utilizes this partial

knowledge of the link gain matrix to increase the convergence speed. In addition, the energy

eÆciency of power control algorithms is considered. We generalize DCPC not to necessarily

utilize maximum power in the case when interference power is high. The generalized algorithm

achieves better performance than DCPC in terms of power consumption and outage.

For the multi-rate (multimedia) system, we examine the combined power control and trans-

mission rate selection problem. We improve the selective power control algorithm by adding

the active link protection property to it. The new algorithm is shown to achieve the same or

slightly higher capacity with less power and smoother outage. In addition, a centralized packet

scheduling algorithm based on knapsack packing method is considered.

The emphasis is on spread spectrum systems, although many of the results are applicable to

narrow band systems as well.
Keywords: Wireless, multimedia, rate control, power control, transmitter removals,

admission control, scheduling algorithms
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Notation & Abbreviations

Most important symbols

A;Aa power control problem matrix

cij;p tap weight of pth path from transmitter j to receiver i

cij fast fading factor in radio channel between receiver i and

transmitter j

ĉij estimate of the fast fading factor

e eigenvector

F = [fij];H = [hij ];Ha normalized link gain matrix

gij link gain between transmitter j and receiver i

G link gain matrix

Ii interference power at receiver i

I identity matrix

lij large scale propagation factor

K number of possible rates

L lower triangular matrix

M number of users

N number of blocks

M;N splitting of A

pi transmission power of user i

p;pi;pa;pai power vector

p�;p�a;p
�
ai

�xed point solution

�pi maximum transmission power allowed for user i

�p maximum power vector

~pi transmission power of user i used instead of �pi

rik k
th possible transmission rate of user i

ri(n) transmission rate of user i at iteration n

R(Zn) average rate of convergence of Z at iteration n

R1(Z) asymptotic average rate of convergence of Z

sij shadow fading factor in cell i

TIi
integration time used by user i

ui; �i normalized noise power at receiver i

u;�;�a normalized noise vector

U upper triangular matrix

iii
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wik reward rate associated with rik
W weight matrix

Y = [yij] rate selection matrix

A(n) set of users in standard mode at iteration n

B(n) set of users in transition mode at iteration n

Bi set of users belonging to block i

C(n) set of users in passive mode at iteration n

D(n) set of supported users at iteration n

E(n) set of non-supported at iteration n

G(p) = (Gi(p)) ; power control mapping

I(p) = (Ii(p)) ;

T (p) = (Ti(p))

R set of real numbers

Ui set of iteration indexes at which user i updates its power

� step size

�i i
th eigenvalue

� iteration vector (M�1
�)

Z iteration matrix (M�1N)

�ij normalized cross-correlation between signals i from transmitter

and j at receiver i


t CIR-target

i; i(n) receiver CIR of user i at iteration n


t
i
; 

t
i
(n) CIR-target of user i at iteration n


t

ij
CIR-target of user i transmitting at rate rij

� CIR-target matrix

�i noise power at cell i

�(H) spectral radius of matrix H

�ij(n) the most recent iteration for which pj is known to user i

� i time index vector for user i

�(E) indicator function of event E

X a matrix containing CIR-targets divided by measured CIR values

on its diagonal

	 = [ ij ] link gain reliability matrix

!; �!; !̂; !� overrelaxation parameter


 damping factor matrix

0 a vector or a matrix whose all element are zeros

1 a matrix whose all elements are ones
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Abbreviations

ALP Active Link Protection scheme

ARQ Automatic Repeat reQuest

B-BPC Bang-Bang Power Control algorithm

BER Bit Error Rate

BPC Block Power Control algorithm

CBPC Constrained BPC

CIR Carrier-to-Interference+noise Ratio

CDMA Code Division Multiple Access

CSOPC Constrained SOPC

D-AMPS Digital Advanced Mobile Phone Service

DBA Distributed Balancing Algorithm

DCPC Distributed Constrained Power Control algorithm

DPC Distributed Power Control algorithm

DPC-ALP Distributed power control with active link protection

DS-CDMA Direct Sequence CDMA

EDGE Enhanced Data rates for GSM Evolution

FDMA Frequency Division Multiple Access

FER Frame Error Rate

FMA Foschini and Miljanic Algorithm

GDCPC Generalized DCPC

GRR Gradual Removal Algorithm

GSM Global System for Mobile communications

IMT-2000 International Mobile Telecommunications in the year 2000

IS-95 Interim Standard-95

JOR Jacobi Overrelaxation method

KS Knapsack packing scheduling algorithm

M-CSOPC Modi�ed CSOPC

OL Over Load method

QoS Quality of Service

SAS Soft and Safe admission control algorithm

SIR Signal-to-Interference+noise Ratio

SMIRA Stepwise Maximum Interference Removal algorithm

SOPC Second-Order Power Control algorithm

SOR Successive Overrelaxation method

SPC Selective Power Control algorithm

SPC-ALP Extended SPC

SRA Stepwise Removal Algorithm

TDMA Time Division Multiple Acess

UMTS Universal Mobile Telecommunications Systems

USOPC Unconstrained SOPC

WCDMA Wideband CDMA
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Chapter 1

Introduction

The scarce radio spectrum imposes hard limitations on design of cellular radio sys-

tems. To provide communication services with high capacity and good quality of

service requires powerful methods for sharing the radio spectrum in most eÆcient way.

In practice, all sharing methods introduce interference which is proportional to the

transmitter powers. The transmitter power control is a key technique to balance the

received signal strength and the interference power, which in turn enables more eÆcient

sharing.

Emerging multimedia service can be characterized by di�erent quality of service

requirements such as minimum transmission rates. For a real-time service, users must

be guaranteed a tolerable minimum rate. However, non-real time applications, i.e.

delay insensitive applications, may temporarily lower their transmission rates even to

zero, utilizing any excess capacity that the system has.

In this thesis, the transmitter power control and the transmission rate manage-

ment problems are examined. For the �xed-rate systems, we show that considerable

improvements in the convergence speed and energy eÆciency can be achieved. For

the multi-rate (multimedia) system, we examine certain class of combined transmitter

power control and transmission rate management algorithms. In addition, implemen-

tations of these algorithms are briey discussed.

In the next two sections, a concise description of the cellular radio system and radio

resource management functions are given, focusing on concepts that are important for

the understanding of the material that follows.

1.1 Cellular radio systems

A cellular radio system consists of an infrastructure of base stations distributed over

a service area. The service area is a geographical region where the cellular operator

(service provider), provides cellular services. The service area of one base station is

called cell. The service provided is that mobile users are allowed to access a backbone

wired network, traditionally wire-line telephone network, and communicate with some

other user that also has access to the same network. The user is assumed to have a

1



Cellular radio systems 2

portable device (e.g. cellular phone) that can both transmit and receive information.

We will refer to a mobile user and its device as a mobile or just a user.

A transmitter receiver pair forms a connection if the former one is transmitting

information via radio channel to the latter one. Transmission from the base station to

the mobile is called downlink (forward link) and the transmission from mobile to base

station is called uplink (reverse link).

The digital modulator maps the information sequence into signal waveforms. The

radio channel is the physical medium that is used to send the signal from transmitter

to the receiver. The channel corrupts the transmitted signal by a variety of possible

mechanisms, such as distance dependent attenuation, thermal noise, and fading.

Link gain denotes the total attenuation of power due distance and fading at certain

time instant i.e. the received power is the transmitted power times the link gain.

One important property of communication in cellular systems is large di�erences in

received signal strengths. A signal transmitted from a transmitter close to the receiver

is received with a power several magnitude stronger than a signal transmitted far away

form the receiver. Therefore if the users are utilizing the same channel, as in CDMA

systems, and the transmission powers are not controlled, the user close to the receiver

can completely dominate the others, and drown out the signals of other users. This

phenomena is called the near-far e�ect.

At the receiver end, the demodulator processes the channel-corrupted transmitted

waveforms and maps them back to an information sequence. As a measure of how well

the demodulator performs the bit error rate (BER) in the decode information sequence

is used. Another common measure related to BER is the frame error rate FER (a rate

at which data blocks containing several bits are received incorrectly).

To provide communication services with high capacity, the frequency spectrum

must be shared with many simultaneous users. Spectrum sharing methods are called

multiple access schemes, the most common of which are frequency division multiple

access FDMA, time division multiple access TDMA, and code division multiple access

CDMA.

In FDMA each user is given a certain narrow band of the spectrum in which only

it is allowed to transmit. In TDMA all the bandwidth is available to all the users,

but only one user is allowed to transmit at certain time. In CDMA all users transmit

on the entire bandwith at all the times. The radio spectrum is shared among the

users by spreading them across the entire bandwidth with di�erent spreading codes.

The spreading factor denotes the how much the bandwidth of the signal is increased

because of the spreading. Commercial cellular systems utilizing CDMA technique are

the narrowband IS-95 system and the emerging UMTS/IMT-2000 wideband CDMA

(WCDMA).

We de�ne a channel to be either a frequency interval, a time slot or a combination

of them depending on the used multiple access scheme.

Ideal FDMA and TDMA do not generate any interference. In such a system

the channels are said to be orthogonal. Unfortunately such systems have very poor

capacity and therefore a hybrid F/TDMA is used in practical systems like D-AMPS

and GSM. In addition FDMA is usually utilized for separating the up- and downlinks.

The frequency separation between these two is called duplex distance.
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In F/TDMA multiple users are allowed to use the same bandwidth at certain time

instant given that they are far enough away from each other so that the interference

that they cause to each other is kept small enough. The minimum distance (in cells)

between two base stations using the same frequency band is called reuse distance. On

the other hand, in CDMA the reuse distance is one, meaning that the same frequency

bandwidth is utilized in every cell. In such a systems the interference is limited by the

crosscorrelation properties of the spreading codes.

The interference produced in these systems is usually classi�ed into to classes:

Cochannel interference is the interference originated by the users that are utilizing

the same channel and the adjacent channel interference is interference coming from

transmissions in other channels.

Carrier-to-interference+noise power ratio (CIR) is the signal-to-interference+noise

power ratio (SIR) before despreading. That is, CIR would be equivalent to SIR if the

spreading code would be the information to be transmitted. BER and FER are highly

dependent on the received CIR (or SIR) value. A common assumption is that BER

is a monotonous function of CIR so that as CIR approaches in�nity (no interference,

no noise) BER approaches zero. Consequently, CIR is commonly used as a quality

measure.

The system tries to guarantee some quality of service (QoS) for every active con-

nection. For example a QoS requirement for voice communication could be that BER

must be less or equivalent to 10�3. This can then be mapped to CIR requirement e.g.

CIR must be greater or equivalent to 10 dB. If a user achieves its QoS requirement,

we say that the user is supported.

1.2 Radio resource management

The objective of radio resource management is to maximize the overall system capacity

in the cellular network. A common de�nition for capacity is the maximum traÆc load

that the system can accommodate under some pre-de�ned service quality requirements.

In the previous section, the quality of service was measured in terms of bit error

rate. Measures concerning the system as a whole are blocking probability, outage prob-

ability and dropping probability. The blocking probability is de�ned as the probability

that a newly arrived user is denied access to the network. Outage probability is the

probability that the quality of service, usually in terms of CIR, of one randomly chosen

user is below its pre�xed target. Dropping probability is the probability that a user is

disconnected from the network.

Dropping of an already ongoing call is generally considered to be worse than block-

ing a new call request. Therefore harder requirements are usually imposed on the

dropping probability. Admission control determines whether the new user should be

admitted access to the network or not. Consequently, it is the radio resource man-

agement function that is responsible for making the trade-o� between blocking and

dropping probabilities.

If the new user is admitted access to the network, then the following has to be

decided: coding and modulation schemes, transmission (bit) rate, base station, and
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channel assignments and transmission power. Traditionally all these subjects have been

studied separately, but recently the trend has shifted to the investigation of combined

radio resource functions like the work on combined power control and base station

assignment [92, 35], combined power control and transmission rate selection [46] etc.

Most of the above mentioned resources have to be dynamically controlled during

the transmission. For example the base station assignment has to be changed as the

user moves further away from the base station. The handover algorithm takes care

this re-assignment of base stations. It may happen that a group of users can not be re-

assigned to another base stations and at the same time they can not achieve reasonably

QoS in their current cell. In that case the system is said to be congested and some

congestion control is required. One way of dealing with a congestion situation, is to

remove some of the active users. The objective of connection removal algorithms is

to remove as few users as possible so that all the remaining users achieve their QoS

requirements.

The function of power control is to assign transmission powers to users so that the

QoS requirements of them are ful�lled while the generated interference is minimized.

Transmission power control as such is unstable due to user movement and therefore ad-

mission control, handover, and connection removal algorithms are required to stabilize

it.

1.3 Previous work

We divide this section into two parts. First the work related to the �xed-rate power

control algorithms is reviewed and then the work related to the combined transmitter

power control and transmission rate selection is treated.

Since power control has been extensively researched, we do not even try to cover

all the previous research in this �eld. Instead we review some of the most important

research directions and cite some papers characteristic to each direction.

1.3.1 Fixed-rate systems

Early results in the �eld of transmitter power control date back to 60's and were

considered in the context of broadcast networks [18].

In [2], Aein investigated cochannel interference management in satellite systems.

He introduced the concept of CIR-balancing in which the transmission powers of all the

users are chosen so that all the receivers experience the same CIR-level. The power

control problem was identi�ed as an eigenvalue problem for positive matrixes. In

[62, 63], Nettleton and Alavi applied and extended Aein's results to a spread spectrum

cellular radio systems. They showed that the system capacity of spread spectrum

systems can be substantially improved by utilizing CIR-balancing.

The CIR-balancing concept can also be applied to narrow band systems as in [94]

in which a CIR-balancing algorithm was suggested. That algorithm is optimal in the

sense that it maximizes the minimum CIR in a cellular network. That is, the algorithm
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�nds the maximum CIR that all the active connections can achieve. This maximum

CIR is referred as maximum achievable CIR.

The algorithm in [94] has been extended to the case where receiver noise has

been taken in to account [95] and to the case where in addition transmitter powers

are upper-bounded [31]. By taking the receiver noise into account the transmission

powers in the CIR balancing problem can be unambiguously solved from a set of linear

equations provided that the solution exits. In [34], this set of equations was identi�ed

to determine the capacity region of the system.

Leung [56] showed that reasonably good approximations of the maximum achiev-

able CIR can be achieved based on limited information about the link gains (link gains

between a few strongest interferes and the receiver).

Under certain assumptions (reciprocal link gains, non-orthogonal codes in down-

link) it was shown in [62] that the maximum achievable CIR in uplink and the corre-

sponding maximum achievable CIR in downlink of a spread spectrum cellular system

are equivalent. Similar result in the case of narrow band systems can be found in [98].

This result means that if one can �nd a channel allocation in one link (up or down)

the same set users can can share the channel in the other direction as well given that

the transmitter powers are adjusted appropriately. Numerical results in [24] indicate

that the above holds if the transmission powers are constrained.

The above mentioned algorithms are centralized and utilize a lot of information

and therefore can be diÆcult to realize in practice. The alternative to centralized

algorithms are of course distributed ones that we briey review in what follows.

Zander [93] suggested the distributed balancing algorithm (DBA) for solving the

maximum achievable CIR and transmission powers in a distributed fashion. For the

same purpose Grandhi, Vijayan and Goodman [30] suggested the use of distributed

power control (DPC) algorithm originally proposed for satellite systems in [60]. By

simulation DPC was shown to converge faster than the DBA. In both algorithms, users

update their own power values, in an iterative fashion, based on the local measurement

of their received CIR-values. However, the exclusion of the noise in the analysis leads

to a problem of setting the absolute power level. Both algorithms had a free parameter

for this normalization purpose.

Foschini and Miljanic [23] considered the power control problem in the presence of

receiver noise. They introduced QoS requirement dependent pre�xed CIR-target that

the system should try achieve instead of trying to �nd the maximum achievable CIR.

Their algorithm is shown to converge under stationary link gains to a �xed point where

all users achieve the pre�xed target conditioned on that the target is strictly less than

the maximum achievable CIR. In the noisy case, the free parameter in DPC algorithm

can be interpreted as a CIR-target and thus the DPC algorithm can be interpreted to

be a special case of the Foschini and Miljanic algorithm.

Mitra [61] proved that an asynchronous version of the Foschini and Miljanic algo-

rithm, in which the users are allowed to perform their power updates using outdated

information on the interference caused by others, converges under the assumption of

stationary link gains.

DPC has been extended to the case where receiver noise, transmitter power con-

straints, and asynchronous updates have been taken in to account [31]. This algorithm
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is called Distributed Constrained Power Control (DCPC) algorithm.

Blom and Gunnarsson [17] have studied the performance of the local power control

loops. They identi�ed the DCPC as an antiwindup I-controller in dB-scale with inte-

gration time constant set to one. In addition, they also showed that such a controller

is sensitive to delays in the system. As a solution they suggested, among other things,

the use of smaller integration time. They noted that in the noisy case the power control

algorithm suggested by Lee and Lin [52] can in be interpreted as an I-controller with

a tunable integration time constant.

Sung and Wong [78] considered a CIR-balancing algorithm in which some limited

signaling between the neighboring cells are allowed. In their algorithm a user updates

its power by utilizing information about the minimum CIR within its neighborhood.

Numerical results indicated that their algorithm converges faster than the DPC. This

kind of approach for power control could be useful in the case of bunched systems.

So far in the QoS based power control it has been assumed that the received CIR

can be measured perfectly. One of the �rst attempts to analyze the roubustness of

power control algorithms can be found in [57]. In that paper, the e�ect of bounded

errors in CIR estimation on DBA and DPC algorithms is addressed.

In a recent paper by Ulukus and Yates [83], it was assumed that the received CIR

is measured by utilizing the actual matched �lter output in the receiver. Ulukus and

Yates show that if the link gains are constant the expected squared error (distance

between current power vector and the �xed point) of an iterative method similar to

the non-stationary Foschini and Miljanic algorithm converges under certain values of

free parameters.

In [55], the Foschini and Miljanic type of power control is considered for the packet-

switched TDMA system in the case where the received interference power is estimated

via Kalman �lter. The method is based on the estimation of temporal correlation of

cochannel interference and utilizing this information to predict the interference in the

next power control interval.

Andersin and Rosberg [5] considered DCPC type of power control based on aver-

aged link gains. Since the actual link gains are distributed around their mean values,

the probability that a user is experiencing too low CIR could be high. As a solution

they suggested a time varying CIR-margin. Recently Rosberg [69] considered adaptive

CIR margins using duration outage [59] as a performance measure. Sampath, Kumar

and Holzman [74] considered the setting of a SIR-target in a context of IS-95 CDMA

system. They suggested an algorithm that adapts the CIR-targets of the power control

algorithm based on the measured FER. In [17], a CIR-target adaptation mechanism

based on measured statistic of the radio channel was considered for GSM system. Ref-

erences [5], [69], [74], and [17] provide means to adapt the deterministic power control

methods to the statistics of the random radio channel.

Besides QoS based power control described above also another class of power

control algorithms based on constant received power has been suggested. This scheme

is eÆcient in controlling adjacent intra-cell interference, but has been shown to have

limited e�ects on co-channel inter-cell interference [25, 81].

In most proposals for constant received power, the transmitters update their pow-

ers inversely proportional to the link gain in their allocated link. This method is called
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full compensation. In [88], Witehead shows that better results can be obtained if only

partial compensation is done.

Anderlind [4] has suggested a constant received power control algorithm that has

a similar I-controller structure as DCPC has.

Note that if we consider only one cell in a spread spectrum system, the quality

based power control and constant received power are equivalent. In that particular

case the constant received power algorithms are advantageous since they utilize only

the received signal power measurements that are simpler to estimate than the received

CIRs.

All the above mentioned distributed power control algorithms required either re-

ceived CIR or received power values to be transmitted from the receiver to the trans-

mitter. Since in the theoretical algorithms these values are real numbers, in�nite

bandwidth would be required to transmit the information exactly. Therefore some

quantization is required. In [8], two discrete algorithms are presented, both being

modi�cations of the DCPC algorithm; one rounds up to the nearest grid point (ceiling

algorithm) and the other rounds down (oor algorithm). Both are shown to converge

in a weaker sense to an envelope of powers, but of course oscillations are possible.

Earlier works to consider quantization are [87] and [9] in which the use of a bang-

bang type controller in a DS-CDMA system is analyzed. These algorithms can be

interpreted as relays in dB-scale. In [87], received CIR is used as a decision variable.

Whereas the received signal power is used in [9]. Both these algorithms are practical,

since they are reasonably simple to implement and require relatively small overhead.

The �rst one has been suggested for the next generation WCDMA system [1, 21] and

the latter one is currently used in the IS-95 system [80, 33].

In a recent paper by Sung andWong [79], the convergence and active link properties

of simple relay with dead-zone controller (in dB-scale) is investigated. This kind of

controller has many attractive properties, like noise �ltering, compared to the bang-

bang power control. The only drawback is that at least two information bits are

required to transmit the power control command.

Based on these simple bang-bang controllers some adaptive power control methods

have been suggested. The main goal of these algorithms is to quickly track the fast

(Rician or Rayleigh) fading [50, 44, 76].

Since the users in general are mobile, the power control problem in one cell is

unstable, which means that the power of a user moving away from the base station is

increasing all the time. Therefore some handover mechanisms are required. In hard

handover the user is handed over to the neighboring cell in the cell boundary. In soft

handover the user is connected to two or more base stations, and instantaneously on

frame-to-frame basis, the better frame received by either base station is accepted by

the network. In [86], it was shown that the soft handover is preferable in terms of

coverage and capacity. Understandably soft handover is part of the IS-95 standard

[33], and will be part of the third generation WCDMA standard as well [21].

Yates and Huang [92, 37] suggested combined power control and base station

assignment, which can be seen as a combination of the power control algorithm sug-

gested by Foschini and Miljanic and the soft handover concept. Independently from

their work also Hanly have suggested similar algorithm [35]. Kim [45] proposed that
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the base station assignment should only be allowed when the CIR of the user is less

than the CIR-target plus some margin. This is to reduce the required amount of sig-

naling and computational complexity while guaranteeing convergence to the minimum

power solution.

Reference [90] presents a general framework for analyzing the convergence prop-

erties of QoS based power control algorithms like the Foschini and Miljanic algorithm,

DCPC and the integrated power control and base station assignment suggested by

Yates and Huang. This framework has proven to be useful in the design of new algo-

rithms (see e.g [91]).

Admission control is used for allowing new users to enter the network. Admission

control algorithms should prevent new users from dropping any already supported

users from the network i.e. a new user should choose its transmission power so that

the CIR values of all the already supported users stay greater or equivalent to their

pre�xed targets. In [12], an active link protection scheme was suggested in which new

mobiles start with small power and power up slowly using �xed power up step size

while the old already supported users use Foschini and Miljanic algorithm with CIR-

margin equal to the �xed power up step. This scheme guarantees that the CIR of no

active link is dropped below it's pre�xed CIR-target. This power control method is

called DPC-ALP (distributed power control with active link protection). The system

makes decision whatever to admit or reject the user based on the CIR evolution during

the power updates of the new link [11]. In [10], power constrains are considered for

DPC-ALP. Since new users cause old users to increase their power it may happen that

the power of currently active user drifts to the maximum power value and thus CIR

of that user drops below the target value. In order to prevent this, distress signaling

is suggested in which the active link drifting towards maximum allowed transmission

power value sends a distress signal to all the new links that then drop out.

The problem with DPC-ALP is that the use of CIR-margin reduces the capacity. In

[7], a soft and safe admission control (SAS) algorithm was suggested. In this algorithm

all the power updates are made by using DCPC, but the new user trying to get admitted

into the system has to gradually increase the maximum power level while the already

admitted users gradually decrease their protection margin. Since no �xed margin is

used, no capacity is lost. The biggest drawback of SAS is that it is designed to admit

one user at the time.

Some admission control schemes can make erroneous decision allowing too many

users to use the same channel at a given time instant or the link gains of the originally

successfully admitted users can change so that the system becomes infeasible. In that

case some connections must be either handed over to other cell or removed entirely.

Unfortunately the removal problem, i.e. what connections to remove if the system

becomes congested, can be shown to be NP-complete [6].

In [94], a Stepwise Removal Algorithm (SRA) has been proposed, which removes

connections one-by-one. Given a constant transmission power vector, the SRA removes

the connection that has the smallest uplink or downlink CIR whichever is smaller. In

the Stepwise Maximum Interference Removal Algorithms (SMIRA) [53] the removal

decision is made based on the maximum received interference after the centralized CIR

balancing power control has been used. According to the results in [53] the SMIRA
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outperforms the SRA algorithm.

In [6], a family of removal algorithms are proposed and analyzed. One of the

algorithms proposed in that paper is the gradual removal algorithm. The gradual

removal algorithm can be combined with DCPC to yield fully distributed removal

algorithm GRR-DCPC in which a connection is removed with certain probability if

the transmission power of that connection is set to the maximum value at certain

iteration. The GRR-DCPC is capable of removing multiple connections in totally

distributed way while maintaining close to optimal performance.

Another heuristic approach for connection removal problem is the Lagrangian re-

laxation based removal algorithm suggested by Kim and Zander in [47]. This algorithm

is fully distributed and performs better than the GRR-DCPC in terms of convergence

speed.

One concept related to the connection removal is soft dropping. In soft dropping

a connection experiencing bad interference situation is forced to accept decreasing

quality of service in terms of CIR. Power control algorithms utilizing this idea can be

found in [3, 32, 91].

Rulnick and Bambos [72, 71, 73] consider an idea similar to the soft dropping

in which the number of correctly received bits are allowed to vary as the interference

varies. In their algorithm minimum power that ful�ll the expected throughput criterion

(number of correctly received bits in the power control interval) is utilized.

Other approaches to the power control problem include game theoretical approach

[39] , soft computing approaches [19, 20, 27] and information theoretical approach

[28, 82, 36].

1.3.2 Multi-rate systems

Recently power control has been combined with a variety of things like beamforming

[68], modulation [66, 67], and transmission rate selection [46]. The two latter combi-

nations are of interest to us in this section.

Zander [97] considered a radio resource management problem in which the objec-

tive is to provide at least some minimum data rates to individual users as well as to

maximize the total throughput. The idea is that the system should use any excess

bandwidth in the best e�ort fashion.

In [75], maximizing the total system throughput (transmission rate) is considered

in the context of a DS-CDMA system, where each user has a minimum rate require-

ment, and di�erent rates are represented by varying the processing gain. A more

general formulation is provided in [77], in which a combined base station assignment,

rate control and power control of a DS-CDMA system is formulated into a quadratic

programming problem. In [66, 67], the problem is addressed in terms of joint power

control and adaptive modulation, where powers are controlled within lower and up-

per limits to maximize the log-sum of users' SIR values. The underlying idea is that,

by maximizing the SIR values, we also maximize the total transmission rates through

adaptive modulation. Maximization is done over a continuous power domain, assuming

that the feasible transmission rates are also continuous. A centralized iterative power
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control algorithm that converges to the optimal solution is given and is illustrated by

several examples.

The studies mentioned above assume that transmission rates may take any contin-

uous value. That is, the throughput of a radio channel is a continuous function of the

channel's SIR. The continuity assumption in these works greatly simpli�es the prob-

lem. Their solutions however, do not lend themselves into distributed power control

algorithms.

In practice, the feasible transmission modes are limited to a small number of

discrete values; �nite number of values for the number of bits transmitted in each

symbol. For example in EDGE (Enhanced Data rates for GSM Evolution), eight

modulation and coding sachems (transmission modes) adapt the bit rate to channel

conditions, i.e, SIRs [26]. With this in mind, Kim, Rosberg and Zander [46] focused

their attention on the rate selection and power control problem when the feasible

transmission rates (modes) are discrete. In their paper two algorithms were described.

The �rst one was based on Lagrangian relaxation technique [22] and the second one,

called selective power control (SPC), was based on simple heuristics. Very reacently,

there was an interesting work [54] dealing with the same problem as Kim et al. In that

work, a distributed power control algorithm that reduces packet error while sacri�cing

some amount of throughput was suggested.

Another approach to the multi-rate systems is to model the cellular system as a

queuing system and use transmission rate control to handle the backlog and control the

expected delay [64]. In [97] and [46], it is implicitly assumed that the radio resource

management time constant is much smaller than the service time constant. Therefore

it can in principle be assumed that there is always data to be sent and that the resulting

packet delay is approximately one per throughput.

1.4 Scope and contributions

This thesis examines the power control and transmission rate selection problems. The

emphasis is on the spread spectrum systems, although many of the results apply for

narrow band systems as well.

In the case of �xed rate systems, we examine the CIR based power control and

its relations to the iterative methods proposed in the �eld of numerical linear algebra

for solving large linear equation systems. We provide a linear algebra framework for

the Foschini and Miljanic type of power control algorithms and by utilizing this frame

work, we compare the convergence speeds of di�erent power control algorithms in terms

of asymptotic average rate of convergence.

Since it has been noted that the convergence speed of DCPC becomes slow as the

power vector approaches the �xed point, we suggest two new power control algorithms

that are shown to converge faster than DCPC.

Fast convergence is especially important when propagation and traÆc conditions

are changing rapidly. It is expected that future wireless traÆc will become much more

bursty than today's voice dominated traÆc. With bursty traÆc, slow algorithms will
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perhaps not even be able to converge before the data burst ends. To track these

changes, the power control algorithm must converge quickly.

We show that by utilizing the power control history in computing the power up-

date, the convergence speed of the power control algorithm can be increased. We

suggest a Second Order Power Control (SOPC) algorithm that is capable of utilizing

this additional information. We show that the SOPC converges to the same �xed point

as DCPC but asymptotically faster.

The second power control algorithm suggested in this thesis, called Block Power

Control (BPC), utilizes partial knowledge about the link gain matrix to increase the

convergence speed. This method is especially suited for bunched systems in which it

is assumed that some of the link gains within the bunch can be estimated [14].

In addition, we will address the energy eÆciency of the power control algorithms.

We revisit DCPC and generalize it not to necessarily use the maximum power when

the channel quality is poor. We explain how the generalized algorithm can achieve

energy eÆciency.

In the convergence analysis, we assume that the system in feasible, but how can we

ensure that the system is feasible? One solution is to allow arbitrary number of users

transmit simultaneously and then based on some criteria start removing them until all

the remaining users can be supported. Another method is to decide beforehand which

users are allowed to transmit. We use the �rst method with the generalized DCPC

by combining it with the gradual removal algorithm [6]. The other approach is taken

as we suggest a heuristic packet scheduling method based on the knapsack packing

optimization method. The performance of which, we evaluate in a highway cellular

system in the presence of frequency selective fast fading.

Furthermore we consider the combined power control and transmission rate selec-

tion problem and by following in the footsteps of Kim, Rosberg and Zander suggest a

new algorithm based on the DPC-ALP and SPC algorithms. In addition, we show that

the active link protection property can be achieved by utilizing bang-bang controller

and choosing a proper CIR-margin.

Most of the material presented in this thesis are based on the following publications

that the author has made in collaboration with other researchers: [41, 40, 15, 42, 48].

1.5 Thesis outline

In chapter 2, the system model and the performance evaluation methods are described.

Chapter 3 describes power control and rate selection problems in detail. A new power

control method utilizing information about current and previous power values as well

as received CIR is described and analyzed in chapter 4. The block power control

method utilizing partial knowledge about the link gain matrix is proposed and analyzed

in chapter 5. In chapter 6, the energy eÆciency of DCPC is considered and new

generalized DCPC is suggested. Chapter 7 suggest a centralized (bunched) method

for making the system feasible. The suggested method can also be interpreted as a

transmission rate selection algorithm if the set of possible rates is limited to zero and

some �xed rate. In chapter 8, the combined power control and rate selection problem
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is addressed in the case where the set of possible rates is allowed to contain more than

two, but �nite amount of rates. Finally chapter 9 concludes this thesis.



Chapter 2

Models and methodology

The cellular radio systems are extremely complex and the system design incorporates

many details. To be able to focus on parts of it, like the power control problem,

simpli�ed models are required. In this chapter, we describe the models, assumptions,

and performance evaluation methods used in the text.

2.1 Environment and infrastructure

In this work, we simulate a macro cellular system, typically used in rural environments,

to numerically evaluate our algorithms. It should be noted, however, that the proposed

algorithms could be directly applied to microcellular systems, used in urban areas, as

well.

For the numerical evaluations, two di�erent network con�gurations are considered.

The �rst one consists of 19 base stations, located in the middle of hexagonal cells as

shown in �gure 2.1. For simplicity, the system is assumed to be two dimensional,

meaning that the base station antenna is on the same level as the mobile antenna.

The second con�guration is one dimensional. It consists of only �ve base stations

that are equally spaced from each other. A wrap around technique is used to remove

possible edge e�ect. Therefore the latter system can be interpreted as being in�nitely

long road.

As a multiple access scheme we consider a direct sequence CDMA in which pseu-

dorandom codes are used in the uplink and orthogonal codes in the downlink. It is

assumed that the set of orthogonal codes used in one cell is not orthogonal with the

set of codes used in another cells; consequently, the capacity of the up- and downlinks

are no longer equivalent as assumed in [62, 98, 24].

13
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Figure 2.1: Cellular system consisting 19 cells in a hexagonal grid. Location of

base stations are marked with `x'.

2.2 Command control structure

The cellular radio systems are managed and controlled by the base stations, which

are interconnected through a high-speed wire-line network. Mobile stations continu-

ously perform measurements in the downlink and report this information back to the

base station, while the base station performs the same measurements in the uplink.

The wire-line network can be used for exchanging this information between the base

stations. We study our algorithm under a variety of assumptions about the available

measurements and the distribution of this measurement information in the system.

We consider both distributed schemes, in which the radio resource management

decisions are made based on local information, and \bunched" schemes, in which it

is assumed that certain amount of information can be shared within a set of base

stations called a bunch [14]. Furthermore we will slightly generalize the bunch setting

by assuming that the information sharing is allowed within an arbitrary set of users

called a block.

2.3 Radio wave propagation

In free space, the power density of electromagnetic waves decreases with a factor pro-

portional to the square of the distance between the receiver and the transmitter. In
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a typical cellular environment, there are usually many objects upon which the radio

waves are reected, di�racted or partially absorbed. Therefore instead of a single wave-

front , an antenna at the receiver encounters several waves of di�erent strength and

polarization, coming from di�erent angles and having di�erent phases.

Reection occurs when propagating radio wave encounters an obstructing object

with dimension very large compared to the wavelength of the radio wave. Reected

waves can then interfere either constructively or destructively at the receiver.

The reection of radio wave in objects with dimensions on the order of wavelength

or less, found in the proximity of the receiver causes scattering. Which in turn causes

rapid variations in received signal strength. This phenomena is called fast fading.

Di�raction occurs when the direct path between the transmitter and receiver is

obstructed by an impenetrable object. However, the secondary waves may be formed

behind the obstructing object. This phenomenon is called shadowing.

In addition to the above mechanisms, the received signal is further corrupted by

thermal and man-made noise.

Assume that only transmitter j is transmitting at certain time instant. The re-

ceived power from transmitter j at receiver i, can then be written as gijpi+�i in which

gij is the link gain between transmitter j and receiver i and �i is the noise power at

receiver i. Throughout this thesis, we assume that 0 < gij < 1 and 0 < �i < 1.

In the uplink case, the value pj means the transmission power of mobile j. However,

in the downlink, it denotes the transmission power dedicated to mobile j by the base

station to which mobile j belongs.

The link gain is usually partitioned to three parts

gij =
sijcik

lij

(2.1)

The large scale propagation loss lij is derived from the geometry of the setting and is

therefore highly distance dependent. The shadow fading term sij models the irregu-

larities in the terrain, such as mountains, hills, buildings, etc. The multi-path fading

factor cij models short term variations in the attenuation caused by the mobility of

the user and/or the environment.

In macrocellular system, it has been shown empirically [51] that a good model for

the large scale propagation is

lij = G0L0d
m

ij (2.2)

in which G0 is a parameter related to antenna heights and gains, L0 reects the degree

of urbanization, dij is the distance between transmitter j and receiver i, and m is the

propagation constant. In this thesis we scale all the powers so that G0L0 = 1. The

propagation constant m is in the range 2 � m � 4:35 in which m = 2 corresponds to

free space propagation. In the numerical studies, we use m = 4 in the 2-D case and

m = 2 in the 1-D case.

To model the shadow fading, we use the widely accepted model that the shadow

fading has lognormal distribution (see e.g. [38, 51]):

sij = 10
�ij
10 (2.3)
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in which the random variable �ij has Gaussian distribution with zero mean and �

standard deviation.

In [85], it is assumed that the logarithm of the shadow fading parameters of two

or more base stations have jointly Gaussian distribution. That is, �ij can be written

as a sum of two components:

�ij = a� + b�i 8j (2.4)

in which a2+ b
2 = 1, a < 1. Random variable � corresponds to the common near �eld

component and random variable �i is independent from base to base. Since � and �i
are zero mean Gaussian random variables, it follows that

E f�ij�klg =

�
(a2 + b

2)�2 ; i = k

a
2
�
2

; i 6= k

8j; l (2.5)

In the numerical examples, we use a = b = 1p
2
and � = 8 dB as in [85].

The multi-path fading is due to the summation of radio waves arriving at the

receiving antenna with di�erent phases and amplitudes. Depending on the phases and

amplitudes of the individual waves the summation may cause a complete or partial

signal cancellation, a fade. We assume that the signal bandwidth Ws is much larger

than the coherence bandwidth Bm. Thus, the radio channel is frequency-selective and

can be modeled as a tapped delay line with statistically independent time-variant tap

weights fcij;pg [65].

We assume that a RAKE demodulator with perfect knowledge about all the tap

weights is used in the receiver. In the RAKE each of the delayed path (or tap) can be

resolved separately. Thus the e�ect of frequency-selective fading on the received power

can be taken into account at certain time instant by using

cij =

PX
p=1

c
�
ij;pcij;p (2.6)

in which P = bWsTmc+ 1 (b�c denotes the oor operator) is the number of resolvable

paths (or taps) in the receiver and cij;p is the tap weight of the pth path and c
�
ij;p

denotes the complex conjugate of cij;p. The signal bandwidth is denoted by Ws and

Tm denotes the multipath spread of the channel (Bm � 1
Tm

).

A standard assumption in macrocellular environment is that the tap weights cij;p
are Wide-Sense-Stationary and subject to Uncorrelated Scattering (WSSUS). That is,

E

�
c
�
ij;pcij;q

	
=

�
1
P

; q = p

0 ; q 6= p

(2.7)

Furthermore it is assumed that the envelope of the tap weight jcij;pj is Rayleigh dis-

tributed [51]. In order to numerically compute these factors we utilize the well-known

Jakes model [38].

The fast fading channel has also another negative e�ect to the received signal.

Because of the delayed path, also copies of the previously sent symbols arrive to the

receiver at the same instant as the current symbol causing intersymbol interference.
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Our assumption is that Viterbi decoder (see e.g. [85]) is used so that the e�ect of

intersymbol interference can be neglected.

Typically lij and sij vary at signi�cantly lower rate than cij . Therefore, we assume

in all the chapters expect chapter 7, that the the multipath fading is resolved by

appropriate coding and interleaving techniques i.e. we assume that the e�ect of fast

multi-path fading can be averaged out.

2.4 Communication quality

Suppose a cellular radio system, in which M transmitters are accessing a common

frequency channel. Each transmitter communicates with exactly one receiver. For the

uplink case, the transmitters are the mobiles and the receivers are their corresponding

base stations; and for the downlink case, their roles are reversed. We consider a time

instant in which the link gain between every receiver i and every transmitter j is

stationary and is given by gij .

Without loss of generality, we will assume that transmitter i is communicating

with receiver i. In a DS-CDMA system, many mobiles will communicate with the

same base station through the same channel. Thus, in our notation below, receivers i

and j in the uplink may denote the same physical one if the transmitters (mobiles) i

and j are assigned to the same base station.

We assume that the signal of transmitter i will be received correctly if the carrier-

to-interference-plus-noise ratio (CIR) at the receiver i, i is not less than a given target

value t
i
. Therefore, we have the following CIR constraint on transmitter i [96]:

i =
giipiP

M
j=1

j 6=i

gij�ijpj + �i

� 
t

i ; i = 1; 2; : : : ;M (2.8)

In above the quantity �ij is the normalized cross-correlation between signals from

transmitter i and j at receiver i, i.e. the e�ective fraction of the received signal

power from transmitter j contributes to the interference when receiving the signal

from transmitter i. For instance, �ij = 1 for both up-and downlinks in an F/TDMA

system.

In a DS-CDMA system, we assume �ij = 1 for the uplink case whereas, in the

downlink, �ij 2 [0; 1] if mobiles i and j are assigned to the same base station; otherwise

�ij = 1. This assumption reects the use pseudorandom spreading code sequences in

the uplink and orthogonal spreading code sequences within one cell in the downlink.

A user i is said to be supported if inequality (2.8) is ful�lled. Otherwise the user

is said to be in outage. Unless otherwise noted, we utilize 2 % CIR-tolerance in the

outage computations. That is, if i < 0:98t
i
then the user i is assumed to be in outage.

We de�ne the outage probability as the fraction of users that are in outage at a given

time instant.
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2.5 Performance evaluation methods

To completely evaluate a radio resource management algorithm, full scale simulation

and �eld trials are required. Instead we choose to utilize two simpler evaluation strate-

gies, the results of which can be interpreted as upper-bounds for the real performance.

The �rst method is time independent analysis in which it is assumed that the power

control algorithms converge much faster than it takes for the link gains to change due

to mobility. This evaluation approach is called snapshot analysis and has been used in

most of the power control studies mentioned in section 1.3 with only few exceptions.

In a snapshot analysis, the link gains are frozen in time and no measurement and

sampling errors occur. This situation could be interpreted as observation of the system

at a random instant of time and allowing the radio resource management function, like

power controller, perform in�nitely fast updates. Clearly the results of this kind of

analysis are upper-bounds for the real performance.

However, according to Rosberg and Zander [70], the snapshot analysis could still be

useful in the analysis of power control algorithms when some favorite conditions occur.

For instance, fast fading is averaged out, mobiles move slowly, and power updates are

relatively fast. Under such conditions, the controlled powers are drifted to values which

are in the vicinity of a temporary �xed point, in a rate which is much faster than the

rate link gains may change. Thus, quasi-convergence and quasi-stability do occur.

As the second evaluation method we still keep the mobile positions �xed, but allow

the fast fading factor to vary in time. This kind of model corresponds approximately

to a case in which the mobiles are moving slowly at a walking speed.

As a traÆc model, we utilize the following simple model that is direct consequence

of the snapshot assumption: Fixed number of users uniformly distributed in the service

area. We further assume that all the users have in�nite amount of data to send i.e. we

assume that the time constant of radio resource management is much smaller than the

time constant of the the service. This assumption is similar in nature to the snapshot

assumption and have been used e.g. in [46].



Chapter 3

Power control

In this chapter we de�ne the problems that we investigate in detail. Firstly, the �xed

rate systems are considered and a general framework for analyzing the convergence

properties of a certain class of power control algorithms is suggested. Secondly, the

problem formulation for the combined rate selection and power control is presented.

3.1 Power control problem

Let us de�ne an M �M matrix F = [fij] such that fij =
gij�ij

gii
for i 6= j and fij = 0

for i = j. Furthermore let � = diag
�

t

i

	
in which t

i
is the CIR-target of user i. In

addition, let us de�ne a column vector u = (ui) such that ui = �i=gii. Now we can

rewrite inequality 2.8 as

Ap � � (3.1)

in which A = I � �F, � = �u and p = (pi) denotes the power vector. Since the

ideal situation is to make connection with the minimum transmission power, we seek

to solve

Ap = � (3.2)

with respect to p. Since the power of a transmitter is limited, we will consider the

following constraint on the power vector:

0 � p � �p (3.3)

where �p = (�pi) denotes the maximum allowed transmission power.

De�nition 3.1. If there exists a vector p� that solves problem (3.2) within the range

of (3.3), we say that the system is feasible. Otherwise, we say that the system is

infeasible.

19
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Let H = �F be a nonnegative matrix and let �i denote the i
th eigenvalue of it.

The constant �(H) = maxi j�ij is called spectral radius of H. In what follows we state

some basic properties of the power control problem using the notation de�ned here.

Note that in our notation H � 0 denotes that all the elements of H, hij , ful�ll hij � 0

instead of denoting that H is positive semi-de�nite as commonly used in linear algebra

textbooks. Similarly, in the case of matrixes � and 6= denote elementwise relations.

Lemma 3.1 (lemma 2.1 in [29]). H is an irreducible nonnegative matrix.

Proposition 3.1 (Perron-Frobenius Theorem). Let H � 0 be an irreducible M�

M matrix. Then,

1. H has a positive real eigenvalue equal to its spectral radius.

2. To �(H) there corresponds an eigenvector e > 0.

3. �(H) increases when any entry of H increases.

4. �(H) is a simple eigenvalue of H.

For proof see e.g. Theorem 2.1 in [84].

Proposition 3.2 (Theorem 3.7 in [84]). If H is an arbitrary complex M �M ma-

trix with �(H) < 1, then I�H is nonsingular, and

(I�H)�1 =
1X
k=0

Hk

the series on the right converging. Conversely, if the series on the right converges,

then �(H) < 1.

Proposition 3.3 (Theorem 3.9 in [84]). If H � 0 is an M�M matrix and � > 0,

then the following are equivalent:

1. � > �(H)

2. �I�H is nonsingular, and (�I�H)�1 > 0

The meaning of the above proposition, in terms of power control, is that a necessary

(but not suÆcient) condition for feasibility is �(H) < 1. That is, if the system is feasible

then A�1
> 0 and thus �(H) < 1.
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In the next section, we will describe a framework for power control that utilizes

the above mentioned properties.

3.2 A framework for power control

3.2.1 Unconstrained power control

Consider �rst a relaxed problem in which the transmission power constraint is relaxed.

Then the power control problem is reduced to solving equation (3.2) with respect to

p. Since the number of users in the cellular system M is in general large, inverting

A becomes computationally intensive. Solving of very large linear equation systems

like (3.2) is extensively studied in the �eld of numerical linear algebra [84, 89]. Let us

follow the approach taken in [84, 89] and divide A to two parts such that A =M�N,

M 6= 0; then a general method for solving (3.2) can be written as

p(n+ 1) =M�1Np(n) +M�1
�

def
= I (p(n)) = (Ii (p(n))) (3.4)

or equivalently as a function of initial value p(0) as

p(n) =
�
M�1N

�n
p(0) +

n�1X
k=0

�
M�1N

�k
M�1

� (3.5)

From proposition 3.2, we can conclude that the above iteration converges if and only if

the spectral radius of the iteration matrixM�1N ful�lls �
�
M�1N

�
< 1. If it converges,

then

lim
n!1

p(n) =
�
I�M�1N

��1
M�1

� = A�1
� = p� (3.6)

An interesting question is how fast the above iteration converges. We answer it,

by following the steps taken in [84]. Consider the distance between the current power

vector p(n) and the �xed point solution p� given by kp(n)� p�k2 in which k�kp denotes
the p-norm (if p = 2, it is equivalent to the Euclidean norm). For simplicity let us for

now on denote the iteration matrix M�1N by Z and the vector M�1
� by �. Then,

kI(p(n)) � p�k2 =

Znp(0) +
n�1X
k=0

Zk� � p�


2

(3.7)

=

Znp(0) +
n�1X
k=0

Zk� � Znp� �
n�1X
k=0

Zk�


2

(3.8)

= kZn(p(0) � p�)k2 (3.9)

� kZnk2 kp(0)� p�k2 (3.10)

In (3.10) equality is possible for each n for some p(0). Thus, if p(0) 6= p�, then kZnk2
gives us a sharp upper-bound estimate for the ratio kp(n)� p�k2 = kp(0) � p�k2 for n
iterations. Since in practice kp(0) � p�k2 is unknown, then kZ

nk2 serves as a basis of

comparison of di�erent choices of M and N.
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De�nition 3.2 (De�nition 3.1 in [84]). Let Z1 and Z2 be two iteration matrixes.

If, for some positive integer n, kZn1k2 < 1, then

R(Zn1 )
def
= � ln

n
(kZn1k2)

1
n

o

is the average rate of convergence for n iterations of the matrix Z1. If R(Z1) < R(Z2),

then Z2 is iteratively faster for m iterations than Z1.

We remark that because of the norm inequalities, it may happen for a partic-

ular vector p(0) that kZn2 (p(0) � p�)k2 > kZn1 (p(0) � p�)k2, while kZ
n
2k2 < kZn1k2.

Nevertheless Z2 is iteratively faster for n iterations than Z1.

In terms of actual computations, the signi�cance of the average rate of convergence

is �
kp(n)� p�k2
kp(0)� p�k2

� 1
n

� e
�R(Zn) (3.11)

Unfortunately, the quantity R(Zn) is diÆcult to obtain by analytical means and there-

fore it is not suitable as a design criterion for power control algorithms. Instead of

R(Zn), we consider the limit as n!1. Then, we have

Proposition 3.4 (Theorem 3.2 in [84]). Let �(Z) < 1, then

lim
n!1

R(Zn) = � ln�(Z)
def
= R1(Z)

The quantity R1(Z) is called asymptotic average rate of convergence and it de-

pends only on the spectral radius of the iteration matrix. In consequence, the spectral

radius can be used as a tool for choosingM and N matrixes. The smaller the spectral

radius of the iteration matrix is, the larger is the asymptotic average rate of conver-

gence.

To relate R1(Z) to the norm of the error kp(n)� p�k2 consider the following

problem: estimate the number of iterations n required for reducing the error reduction

factor below some 0 < Æ < 1. That is, solve

kp(n)� p�k2
kp(0)� p�k2

� Æ (3.12)

with respect to n. According to Young [89] a crude estimate for small Æ is given by

n(Æ) '
� ln Æ

R1(Z)
(3.13)

which indicates that minimizing spectral radius decreases the number of iterations

required to converge close enough to the �xed point solution.

In what follows, we repeat some results that are useful for designing and evaluating

power control algorithms.
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De�nition 3.3 (De�nition 3.5 in [84]). For M �M real matrixes A, M and N,

A =M�N is a regular splitting of the matrix A if M is nonsingular with M�1 � 0,

and N � 0.

Proposition 3.5 (Theorem 3.13 in [84]). If A = M � N is a regular splitting

of the matrix A and A�1 � 0, then �

�
M�1N

�
< 1. Thus the iteration matrix

Z = M�1N is convergent and the iteration (3.4) converges to p� starting from any

initial vector p(0).

Proposition 3.6 (Theorem 3.15 in [84]). Let A = M1 �N1 = M2 �N2 be two

regular splittings of A, where A�1 � 0. If N1 � N2 � 0, equality excluded, then

1 > �

�
M�1

1 N1

�
> �

�
M�1

2 N2

�
> 0

So far we have been discussing about general iterative methods. It should be noted

that there exists eÆcient methods for solving (3.2) that can not be written in the form

of (3.4). However many of these methods, unlike the general iteration method, do not

lend them selves to distributed operation. To motivate our choice of method, we show

that the distributed power control algorithms DBA, DPC, and Foschini and Miljanic

algorithm are special cases of the general iterative method. Although originally DBA

and DPC were suggested for the noiseless case, we analyze these two algorithms in the

case where the noise power is not neglected.

The distributed balancing algorithm can be written as

pi(n+ 1) = �pi(n)

�
1 +

1

i(n)

�
(3.14)

where i(n) denotes the received CIR at iteration n de�ned as

i(n) =
giipi(n)P

M
j=1
j 6=i

gij�ijpj(n) + �i

(3.15)

By noting that

pi(n)

i(n)
=

MX
j=1

j 6=i

fijpj(n) + ui (3.16)

we can write (3.14) in the vector form as

p(n+ 1) = �(I+F)p(n) + �u (3.17)

Proposition 3.7. If � < 1
1+�(F )

, DBA converges to p� =
�
I� �

1��F
��1

�

1��u.
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Proof. Let ZDBA = �(I+F) denote the iteration matrix of the distributed balancing

algorithm, and let �i, i = 1; : : : ;M denote the eigenvalues of F. It follows that �(1+�i)

are the eigenvalues of ZDBA; consequently �(ZDBA) = � (1 + �(F)). Since the iterative

method converges if and only if �(ZDBA) < 1 we require that � <
1

1+�(F )
. If it

converges the �xed point ful�lls

p� = � ((I+ F)p� + u) (3.18)

=
�

1� �

(Fp� + u) (3.19)

=

�
I�

�

1� �

F

��1
�

1� �

u (3.20)

This concludes the proof. 2

From the �xed point solution we see that if we choose � = 
t

1+t
then DBA is

capable of solving the uncostrained power control problem given that all the user have

the same CIR-target and t�(F) = �(H) < 1 i.e. if the system is feasible.

Foschini and Miljanic have suggested the following algorithm

pi(n+ 1) =

�
1� !i + !i


t

i

i(n)

�
pi(n); 0 < !i � 1 (3.21)

Actually in the original form !i = ! and i =  for all i, but we shall consider

this slightly generalized version and refer to it as the Foschini and Miljanic algorithm

(FMA). Note that in the noisy case the DPC becomes equivalent to FMA with the

choice !i = 1, t
i
= � for all i. For now on, we will refer to the FMA with !i = 1 as

DPC. The physical meaning of the !i-parameter is discussed in chapter 5.

Writing algorithm (3.21) into matrix form yields

p(n+ 1) = (I�
)p(n) +
(Hp(n) + �) (3.22)

where 
 = diag f!ig. In [23], it was argued that among ! 2 (0; 1] the choice ! = 1

is best in terms of convergence speed. However, mathematical proof was omitted. In

what follows, we proof that rigorously.

Proposition 3.8. FMA converges to p� of a feasible system, starting from any non-

negative vector p(0). Furthermore among !i 2 (0; 1] the choice !i = 1 for all i achieves

the best asymptotic average rate of convergence.

Proof. We note that M = 
�1 and N = 
�1 � I +H. Since !i 2 (0; 1], it follows

that 0 � 
 � I, det(
) 6= 0. Therefore M�1 = 
 � 0, equality excluded, and


�1 � I +H � 0, equality excluded. Thus we can conclude that M and N form a

regular splitting of A and by proposition 3.5 the iteration converges. 2

Now let 
 � I, equality excluded, and �
 = I and let ZFMA(
) and ZFMA( �
)

denote the corresponding iteration matrixes. Clearly, N1 = 
�1�I+H � �
�I+H =
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N2. Therefore by proposition 3.6, � (ZFMA(
)) > �

�
ZFMA( �
)

�
= �(H) and we

can conclude that the choice 
 = I is best in terms of asymptotic average rate of

convergence. 2

Remark 3.1. The Foschini and Miljanic algorithm (FMA) is equivalent to Jacobi over-

relaxation (JOR) iterative method (see e.g. [89]).

The above remark is to show the close resemblance between the power control

algorithms and numerical methods of linear algebra.

Let us compare the DBA and FMA in terms of convergence speed. To be able to

do so, we choose !i = ! and t
i
= 

t for all i and assume that the system is feasible

i.e. t�(F) < 1. If we choose ! > 1
1+t

, then

� (ZDBA) =

t

1 + 
t
(1 + �(F)) > 1� ! + !

t
�(F) = � (ZFMA(!I)) (3.23)

That is, FMA is iteratively faster than the DBA for certain choices of the free parameter

!.

3.2.2 Constrained power control

In this chapter, we consider a general power control algorithm of the following form

p(n+ 1) = max f0;min f�p;I (p(n))gg
def
= T (p(n)) = (Ti (p(n))) (3.24)

in which the min and max operators work in row by row fashion.

Let us consider the feasible case. Although the �xed point solution p� is within the
range of (3.3), the general method given by (3.4) could still use power vectors that are

outside the range during its convergence. This means that the dynamics of constrained

power control algorithms can not in general be replaced by unconstrained dynamics

even in the feasible case. Thus we need to investigate the convergence property of

(3.24) separately.

Proposition 3.9. The constrained general power control algorithm given by (3.24)

converges to unique p� of the feasible system starting from any initial power vector

p(0) that is in the range of (3.3) if there exists a positive de�nite diagonal matrix W

such that kZkW1 < 1.

Proof. Consider the weighted maximum norm of the error p(n)� p�. Let us choose
W to be positive de�nite and diagonal matrix such that kZkW1 < 1. Then,

kT (p(n))� p�kW1 � kI (p(n))� p�kW1 (3.25)

� kZkW1 kp(n)� p�kW1 (3.26)
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The �rst inequality follows from the fact that if p1 � p2, then kp1k
W
1 � kp2k

W
1 .

Thus, we can conclude that the mapping T is a pseudo-contraction mapping. Thus it

follows, by proposition 1.2 in [16], that it is convergent and its �xed point is unique.

2

Remark 3.2. The asymptotic average rate of convergence R1(Z) can be used as con-

vergence speed measure for the general constrained power control.

Since the mapping T (p) is pseudo-contracting, it follows that there exists n0 > 0

such that T (p(n)) < �p, for all n > n0. Thus for n > n0, the T (p(n)) = I (p(n))

i.e. the power control dynamics can be described by equation (3.4) for which the

asymptotic average rate of convergence applies.

As an example, we consider the distributed constrained power control algorithm

DCPC in which I (p(n)) = Hp(n) + �. The mapping I is equivalent to the mapping

used in FMA in the special case in which
 = I i.e the mapping used in DPC. Therefore

the DCPC can be interpreted as a constrained version of the Foschini and Miljanic

algorithm. Although, the convergence of DCPC has been proven both in synchronous

and asynchronous cases in [31], we present here an alternative convergence proof for

the synchronous case. This is to illustrate the methodology described above.

Lemma 3.2. If the system is feasible, there exits a positive de�nite diagonal weight

matrix W such that kHkW1 = �(H) < 1.

Proof. The Perron-Frobenius theorem (proposition 3.1), guarantees that there exits

an eigenvector e = (ei) corresponding to the largest positive eigenvalue of H that can

be taken to be positive i.e.

He = �(H)e > 0 (3.27)

By choosing W = diag
n

1
ei

o
(that clearly is positive de�nite, since e is positive), we

get

kHkW1 =
WHW�1

1 = max
i

������
1

ei

MX
j=1

hijej

������ = �(H) (3.28)

Therefore, by constructing such a weight W, we have shown its existence. 2

Proposition 3.10. DCPC converges to p� of a feasible system starting from any ini-

tial power vector p(0) that is in the range of (3.3).

Proof. By lemma 3.2, we can choose a positive de�nite diagonal matrix W such that

kZkW1 = kHkW1 < 1. Therefore by proposition 3.9, DCPC converges to p�. 2

Alternative framework has been suggested by Yates [90]:
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De�nition 3.4. A power control mapping is called standard interference function if

the following properties are satis�ed for all p � 0:

1. Positivity T (p) � 0

2. Monotonicity p1 � p2, then T (p1) � T (p2)

3. Scalability �T (p) > T (�p) 8� > 1; � 2 R

A power control algorithm for which T (p) is standard interference function is called

standard power control algorithm.

Proposition 3.11 (Theorem 2 in [90]). If the power control problem is feasible,

then for any initial power p(0), the standard power control algorithm converges to

a unique �xed point p
�
.

The framework based on linear algebra and pseudo-contraction mapping is capable

of handling algorithms that violate the monotonicity requirement of Yates' framework.

On the other hand, Yates' framework is more suitable for some log-linear power control

algorithms like the I-controller in dB-scale given by

pi(n+ 1) =

�

t
i

i(n)

� 1
TIi

pi(n); Ti � 1 (3.29)

where TIi denotes the integration time. The above algorithm can not be written in

the stationary iteration form (3.4), but it can be shown to be standard power control

method [17]. To relate these two frameworks described above, we claim that

Proposition 3.12. A constrained power control algorithm (3.24) is standard if M

and N form a regular splitting of A.

Proof. Consider �rst the unconstrained general iteration given by equation (3.4). By

de�nition of regular splitting (de�nition 3.3) Z =M�1N � 0, equality excluded, and

� =M�1
� > 0. Thus it follows that I (p) = Zp+� ful�lls positivity and monotonicity

properties. In addition,

�I (p) = �(Zp+ �) (3.30)

= I (�p) + (�� 1)� (3.31)

> I (�p) (3.32)

Thus, I (p) ful�lls scalability condition. Therefore, we can conclude that I (p) is a

standard interference function.
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Clearly, the positivity and monotonicity conditions are not violated by adding the

maximum power constraint, so we only need to investigate the scalability condition:

�T (p) = �min f�p;I (p)g (3.33)

= min f��p; �I (p)g (3.34)

> min f�p;I (�p)g = T (�p) (3.35)

The inequality follows from scalability of I (p). Thus, we can conclude that T (p) is

standard interference function and that the general constrained iteration is standard

power control algorithm given that M and N form a regular splitting of A. 2

3.2.3 Asynchronous algorithms

So far we have been considering synchronous power control methods. The purpose of

this section is to expand our framework to the asynchronous cases as well. At iteration

n let an integer �ij(n) denote the most recent iteration for which pj is known to user

i. Causality requires that 0 � �ij � n. If user i updates its power at iteration n, the

update is based on power vector

p(� i(n)) = (pj (�ij(n))) (3.36)

Let Ui be the set of iteration indexes at which user i updates its power. We assume

that the sets Ui are in�nitely long and for any integer n0 there exits another integer n1
such that �ij(n) � n0 for all n � n1. Using the notation described here, we can write

the asynchronous general power control method as follows:

pi(n+ 1) =

�
Ti (p(� i(n))) ; n 2 Ui(n)

pi(n) ; n =2 Ui(n)
(3.37)

In order to prove the convergence we collect the following result form [16] that

hold for arbitrary mapping T .

Proposition 3.13 (Asynchronous convergence theorem). If there is a sequence

of nonempty sets fX (n)g with X (n+ 1) � X (n) for all n satisfying the following two

conditions:

1) Synchronous convergence condition: For all n and p 2 X (n), T (p) 2 X (n+ 1). If

fy(n)g is a sequence such that y(n) 2 X (n) for all n, then every limit point of fy(n)g

is a �xed point of T .

2) Box Condition: For every n, there exits sets Xi(n) � Xi(0) such that X (n) =

X1(n)�X2(n)� : : :�XN (n).

and p(0) 2 X (0), then every limit point of fp(n)g is a �xed point of T .
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Thus to prove the convergence we need to �nd the sets X (n) that ful�ll the above

proposition.

Proposition 3.14. The power control method given by (3.37) converges to unique p�

of a feasible system starting from any initial power vector p(0) that is in the range of

(3.3) if there exists a positive de�nite diagonal matrix W such that kZkW1 < 1.

Proof. By proposition 3.9, T is a pseudo-contraction mapping having an unique �xed

point if kZkW1 < 1. Given an initial power p(0), we choose

X (n) =
n
p 2 R : kp� p�kW1 �

�
kZkW1

�n
kp(0)� p�kW1

o
(3.38)

It is straightforward to see that T and X (n) ful�ll the synchronous convergence con-

dition. Since X (n) can be interpreted as a sphere in RN with respect to the weighted

maximum norm, it follows that the box condition holds. That is, if p1 2 X (n) and

p2 2 X (n), we can replace any component of p1 with the corresponding component

of p2 and obtain an element of X (n). Thus, we conclude that if the mapping T is

pseudo-contracting, i.e. if there exists a positive de�nite diagonal weight matrix W

such that kZkW1 < 1, then the general asynchronous power control method converges.

2

By propositions 3.9 and 3.14, proving the convergence of both synchronous and

asynchronous general power control algorithms, given by (3.4) and (3.37) respectively,

boils down to �nding a diagonal weight matrix W such that kZkW1 < 1. According

to remark 3.2 an increase in the convergence speed of the power control algorithm can

be established by minimizing the spectral radius of the iteration matrix Z. This in

mind, the next two chapters investigate how the Z could be chosen to increase the

convergence speed while guaranteeing convergence.

3.3 Combined rate selection and power control

problem

For combined rate selection and power control problem, we consider the problem for-

mulation suggested by Kim, Rosberg and Zander [46].

For any given physical layer technique, let ri1 < ri2 < : : : < riK be the rates that

mobile i can utilize. For the sake of readability, we assume that all mobiles have the

same set of feasible data rates. The extension to user-dependent rates is trivial. To

properly receive messages transmitted at rate rik, mobile i is expected to attain an

i(n) value of at least t
ik
. Here, the target t

ik
is a pre-determined CIR value that

matches rate rik.
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Let Y = [yik] be a 0-1 matrix such that, for every mobile i and rate rik,

yik =

8<
:

1; if mobile i is transmitting with rate rik;

0; otherwise:

(3.39)

Further, let mik be an arbitrarily large number satisfying

mik � max
p


t

ik

0
@ MX

j=1

fijpj + ui

1
A
: (3.40)

The value mik can be interpreted as the amount of transmission power that mobile i

needs to attain t
ik
, regardless of the interference power. Then, the combined rate and

power control is formulated as the following optimization problem:

W

def
= max

Y;p

MX
i=1

KX
k=1

wik yik; (3.41)

subject to the constraints that for every i and k,

yik 2 f0; 1g;

P
K

k=1 yik � 1;

(3.42)

pi + (1� yik)mik � ik

�P
M

j=1 fijpj + ui

�
(3.43)

0 � pi � pi; (3.44)

To associate rewards to realized transmission rates, in the objective function (3.41),

we assume that so long as mobile i is properly transmitting messages at rate rik,

the system accrues a unit reward with rate wik. Choosing wik = rik, aims at the

maximization of the instant system throughput, i.e., the sum of e�ective data rates

of all users at the given instant. It may be important to support as many mobiles as

possible at least with the minimal rate of ri1. To account for this case, we may set

wik = R+ rik, where R is a �xed reward rate for any mobile and is independent of its

actual transmission rate, so long as it is positive.

Observe that the controlled powers are not incorporated into the objective func-

tion; their sole role is to facilitate proper demodulation under a selected set of rates.

This is mathematically expressed in constraint (3.43). For each i and k, if yik = 1, the

constraint (3.43) is reduced to the SIR requirement on mobile i for rate rik. Setting

mik as in (3.40) neutralizes the constraint (3.43) for non-selected rates with yik = 0.

Even if we have not considered the powers in the objective function, the amount of

data that can be reliably sent using a certain energy allocation may be critical.

The optimization model above has no special structure and belongs to the gen-

eral mixed integer linear programming problem that is known to be NP-Complete.

Therefore, it calls for heuristic algorithms to get near-optimal values for Y and p in

polynomial time.

We will postpone the description of combined transmission rate selection and power

control algorithms to chapter 8.



Chapter 4

Second-order power control

In this chapter, we suggest a new power control algorithm that utilizes the transmitter

power levels of both current and previous iterations for power updates. The algorithm

is based on the successive overrelaxation (SOR) method for solving large linear equation

systems. We start this chapter by describing the unconstrained version of the second-

order power control algorithm. Then we expand our analysis to the constrained case.

Finally we show numerical results and briey discuss about implementation aspects.

Our analysis assumes that the system is feasible in the sense that we can support every

active user by an optimal power control. When the system becomes infeasible because

of high traÆc load, it calls for other actions such as transmitter removal, which is

beyond the scope of the present chapter.

4.1 Unconstrained case

Let us consider the general iterative method (3.4) with the matrixesM and N de�ned

by

M(!) =
1

!

(I� !L); N(!) =
1

!

((1 � !)I+ !U); (4.1)

where ! is a given number, and L and U are strictly lower and upper triangular parts

of H respectively. The iterative method with such matrixes is known as the successive

overrelaxation iterative method (SOR) and the number ! is called the relaxation factor

[84, 89].

With SOR, appropriately choosing !, we can solve the power control problem

faster than JOR (Foschini and Miljanic algorithm). However, applying SOR directly

to the power control problem (3.2) does not lend itself to a fully distributed power

control algorithm. The reason is that it will result in a \round-robin" power update,

which may require a center for scheduling. Furthermore, one iteration of the round-

robin update would take as long as it takes for DPC to makeM iterations, and thus its

performance is expected to be poor. To cope with these drawbacks, we now de�ne the

mirror vectors pa1 and pa2 of the original power vector p, and consider the following

31
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augmented power control problem:

Aapa = �a (4.2)

where

Aa =

�
I �H

�H I

�
(4.3)

pa =
�
p0a1;p

0
a2

�0
; (4.4)

and

�a =
�
�
0
;�

0�0 (4.5)

The unique solution of the augmented problem is pa1 = pa2 = p�. Let us de�ne

Ha = I �Aa and apply SOR to the augmented problem. That is, instead of H, we

use Ha for constructing L and U. That is, L =

�
0 0

H 0

�
and U =

�
0 H

0 0

�
. From

(3.4) and (4.1), we then have the following iterative matrix equation:

�
pa1(n+ 1)

pa2(n+ 1)

�
= !

�
I 0

�!H I

��1�
1

!

�
(1� !)I !H

0 (1� !)I

� �
pa1(n)

pa2(n)

�
+

�
�

�

��
(4.6)

=

�
(1� !)I !H

!(1� !)H !
2H2 + (1� !)I

� �
pa1(n)

pa2(n)

�
+

�
!�

!(!H+ I)�

�
(4.7)

=

�
(1� !)pa1(n) + !Hpa2(n) + !�

!H((1� !)pa1(n) + !Hpa2(n) + !�) + (1� !)pa2(n) + !�

�
(4.8)

=

�
!(Hpa2(n) + � � pa1(n)) + pa1(n)

!(Hpa1(n+ 1) + � � pa2(n)) + pa2(n)

�
(4.9)

The iterative method (4.9) is interpreted in the following manner. As both sequences

of vectors fpa1(n)g and fpa2(n)g converge to p� for an appropriately chosen !, we

de�ne a new sequence of vectors fp(n)g by means of

p(2l) = pa1(l); p(2l + 1) = pa2(l); l = 0; 1; : : : (4.10)

In terms of the vector p(n), we can rewrite (4.9) in the simpler form

p(n+ 1) = !(Hp(n) + � � p(n� 1)) + p(n� 1); n = 1; 2; : : : (4.11)

where p(0) = pa1(0) and p(1) = pa2(0) (see also �gure 4.1). Similar to FMA in (3.21),

for each mobile i, the above iterative method can be written as

pi(n+ 1) = !


t

i



(n)
i

pi(n) + (1� !)pi(n� 1); n = 1; 2; : : : (4.12)

where pi(0) and pi(1) are arbitrary. Hereafter, we will call the algorithm (4.12) un-

constrained second-order power control (USOPC). In particular when ! = 1, USOPC

is equivalent with the DPC.
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Figure 4.1: Representation of fpa1(l)g and fpa2(l)g by fp(n)g.

To compare USOPC and DPC consider the following: The power update form

(4.12) can be rewritten as

t
i


(n)

i

p

(n)
i

+(!(n)�1)(

t
i


(n)

i

p

(n)
i
�p

(n�1)
i

). In calculating p
(n+1)
i

,

the algorithm �rst compares the result from DPC,
ti


(n)

i

p

(n)
i

with the previous power

value p
(n�1)
i

. If

t
i


(n)

i

p

(n)
i

> p

(n�1)
i

, the algorithm tries to choose a power value p
(n+1)
i

such that p
(n+1)
i

>

ti


(n)

i

p

(n)
i
. The gap between p

(n+1)
i

and
ti


(n)

i

p

(n)
i

becomes smaller as

either !(n) � 1 or
ti


(n)

i

p

(n)
i

� p

(n�1)
i

is approaching zero. With the same reasoning, we

can see that p
(n+1)
i

<


t
i


(n)

i

p

(n)
i

if

t
i


(n)

i

p

(n)
i

< p

(n�1)
i

. When

t
i


(n)

i

p

(n)
i

= p

(n�1)
i

, it is easy

to see p
(n+1)
i

=
ti


(n)

i

p

(n)
i

(same as DPC).

Let us denote the iteration matrix

M�1(!)N(!) =

�
I 0

�!H I

��1 �
(1� !)I !H

0 (1� !)I

�
(4.13)

by ZSOPC(!). When ! = 1, we can see from (4.9) that ZSOPC(!) corresponds to the

DPC iteration matrix for the case in which two DPC power updates are performed at

each iteration. Therefore �(ZSOPC(1)) = �(H)2. The question is under what range of

! does USOPC converge to the p� of a feasible system faster than DPC in terms of

asymptotic average rate of convergence, i.e. � (ZSOPC(!)) < � (ZSOPC(1)) = �(H)2 <

1. In order to answer, we start investigating the properties of �(ZSOPC(!).

Proposition 4.1. For all real !,

� (ZSOPC(!)) � j! � 1j

Proof. SinceHa is a square matrix with zero diagonal, the result follows directly from

theorem 3.5 in [84]. 2
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Lemma 4.1. All eigenvalues of H are also eigenvalues of Ha with multiplicity two.

Proof. Let �i, i = 1; : : : ;M denote the eigenvalues of H. Since

H2
a =

�
H2 0

0 H2

�
(4.14)

it follows that det(�2
i
I �H2

a) = det2(�2
i
I �H2) = det2(�iI �H) det2(�iI +H) = 0.

Hence, �i is an eigenvalue of Ha with multiplicity two. 2

The above lemma implies that if the system is feasible, �(Ha) < 1 and it follows

that A�1
a � 0, equality excluded. Thus we have

Proposition 4.2. If the system is feasible and 0 < !1 < !2 � 1 then �(ZSOPC(!2)) <

�(ZSOPC(!1)) < 1

Proof. By de�nition: ZSOPC(!) =M(!)�1N(!) where

M(!) =
1

!

�
I 0

�!H I

�
(4.15)

and

N(!) =
1

!

�
(1� !)I !H

0 (1� !)I

�
(4.16)

Clearly,M(!)�1 � 0, equality excluded (see equations (4.6) and (4.1)) and N(!) � 0,

equality excluded, for 0 < ! � 1. Therefore M(!) and N(!) form a regular splitting

of Aa and therefore by proposition 3.5, we have �(ZSOPC(!)) < 1 for 0 < ! � 1.

Now since !1 < !2 � 1 it follows that N(!1) � N(!2), equality excluded. Thus

by proposition 3.6, we have �(ZSOPC(!2)) < �(ZSOPC(!1)). This concludes the proof.

2

Since we are interested in the optimum relaxation factor !� that minimizes
�(ZSOPC(!)) and satis�es �(ZSOPC(!

�)) < 1, we have the following optimization

problem from propositions 4.1 and 4.2:

min
!
�(ZSOPC(!)) = min

0<!<2
�(ZSOPC(!)) = min

1�!<2
�(ZSOPC(!)) (4.17)

Proposition 4.3. If the system is feasible, the optimal relaxation factor !
�
in USOPC

is greater than one, and thus min! �(ZSOPC(!)) = min1<!<2 �(ZSOPC(!))

Proof. Let us denote the eigenvalue � = a + b � i of Ha as a point (a; b) in the two

dimensional space. Assume E(x; y) denotes the smallest-volume ellipse that contains,

in the closed interior, all the pairs (a; b) corresponding to the eigenvalues of Ha. Such

an ellipse is given by

E(x; y) = (
x

�a
)2 + (

y

�
b

)2 = 1; (4.18)
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Figure 4.2: �(ZSOPC(!)) for one typical realization of H.

where �a and �
b are positive numbers. It is then derived in Chapter 6.4 of [89] for a

class of problem matrixes (consistently ordered with nonvanishing diagonal elements

and complex eigenvalues), in which our matrixAa belongs, that the optimal relaxation

factor !� is

!
� =

2

1 +
p
1 + �

b
2 � �a2

(4.19)

Since Ha is not irreducible, proposition 3.1 does not apply. Fortunately by lemma 4.1,

we have that the eigenvalues of H are also eigenvalues of Ha with multiplicity two.

Thus �a = �(Ha) = �(H) and it follows that �b < �a < � (Ha) = �(H) < 1. By equation

(4.19), !� > 1. 2

By proposition 3.2 and 4.1, we conclude that USOPC converges to p� if ! belongs

to the open interval (0; 1). It will be asymptotically faster as ! approaches one, but

still slower than DPC (�(ZSOPC(!)) > �(ZSOPC(1))). However, from proposition 4.3,

by selecting optimal !� from (1; 2), we can make USOPC asymptotically faster than

DPC. We illustrate this property by plotting �(ZSOPC(!)) for one typical realization

of H in �gure 4.2.

Example 4.1. Consider a feasible system, where two mobiles use the same channel at

the given instant. The link gain matrix is given by

G = [gij ] =

2
64 0:3288 0:0534

0:0602 0:3826

3
75 (4.20)
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Figure 4.3: Traces of USOPC and DPC. The thick lines denote the CIR con-

straints.

The receiver noise level is 0:1 and the target CIR is 6 dB. We then have the normalized

link gain matrix given by

H =

2
64 0 0:6466

0:6264 0

3
75 (4.21)

The �xed point is known to be p� = (3:1657; 3:0235).

We will now apply both USOPC and DPC to the problem to illustrate di�erence

in convergence. It is easy to obtain �(H) = �(Ha) = 0:6364, and from (4.19), we

have the optimal relaxation factor !� = 1:1291 for USOPC (�a = 0:6391 and �
b =

0). A randomly chosen initial power vector p(0) = (1:8772; 0:5211)0 is used for both

algorithms. In USOPC, the power vector p(1) is obtained by a one-step iteration of

DPC on p(0). Figure 4.3 shows the traces of the two algorithms, where we can see

that both algorithms converge to p�. Figure 4.4 shows the Euclidean distance between

the current power vector and p�, normalized by kp(0) � p�k2. Figures indicate that
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Figure 4.4: Normalized Euclidean distance between the current power vector and

p
� as a function of iteration (kp(n)� p�k2 = kp(0)� p

�k2).

USOPC converges faster. The speed di�erence becomes bigger as USOPC approaches

p�.

Although USOPC is faster than DPC, it seems to be hopeless to apply USOPC to

practical problems for two reasons. First, it is diÆcult to �nd !� since the matrix H
(and thus Ha) is not available in real situations. Second, we have not considered the

transmission range described in (3.3). Even if USOPC converges to p� of a feasible

system, it can generate power vectors that are out of the range of (3.3) during power

update. Furthermore, it is even possible that pi(n) < 0 at certain iteration n. In the

next section, we show how to cope with such diÆculties.

Remark 4.1. We could construct fourth, sixth,... order power control algorithms in the

similar manner to the above, but unfortunately they would have the same performance

as the second order algorithm. The reason for this is that all even-order iteration

matrixes have the same eigenvalues of di�erent multiplicity. The odd-order power

controls do not lend themselves into distributed algorithms.
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4.2 Constrained case

As the relaxation factor, we now consider a non-stationary number !(n) that varies

according to the iteration. For this, we suggest the use of a non-increasing sequence

!
(n) that satis�es !(1) > 1, !(1) = !

(2)
< !

(3) = !
(4)

< : : : < !
(2n) = !

(2n+1)
< : : :,

and limn!1 !
(n) = 1. As a result, considering the constraint (3), we con�ne USOPC

to the following version, called CSOPC:

pi(n+1) = min

�
�pi; max

�
0; !(n)


t

i

i(n)
pi(n) + (1� !(n))pi(n� 1)

��
; n = 1; 2; : : :

(4.22)

where the initial values pi(0) and pi(1) are arbitrarily chosen from the range of (3.3).

In order to prove the convergence of (4.22) we need the following lemma:

Lemma 4.2. If the system is feasible, there exists a positive de�nite diagonal matrix

W and a number !̂ > 1 such that jjZSOPC(!)jj
W
1 < 1 for 1 < ! < !̂.

Proof. Let T(!) = jZSOPC(!)j, where j � j is an elementwise absolute value opera-

tor. Since T(!) is an irreducible nonnegative matrix, the Perron-Frobenius theorem

(proposition 3.1) guarantees that there exists a positive vector e = (ei) such that

T(!) = �(T(!))e. Let us choose a matrix W = diagf1=eig. Clearly,

kZSOPC(!)k
W
1 � kjZSOPC(!)jk

W
1 = kT(!)kW1 = �(T(!)) (4.23)

By Theorem 4-5.9 in [89], �(T(!)) < 1 if 1 < ! � 2
1+�(H)2

. From the de�nition of the

weighted matrix norm, it is clear that if we decrease the absolute value of any element

in the matrix then the corresponding norm cannot increase and thus kT(!)kW1 < 1 for

1 < ! < !̂ must hold for 1 < !̂ <
2

1+�(H)2
. This concludes the proof. 2

Proposition 4.4. CSOPC converges to p� of a feasible system starting from any ini-

tial vector pair fp(0);p(1)g that are in the range of (3.3).

Proof. Let us sample the sequence !(n) in (4.22) by taking every second element of

it. Then the sampled sequence becomes a decreasing one. Now, we rede�ne !(n) to

denote the elements of the sampled sequence so that the �rst element of the sampled

sequence has index zero. With help of our sampled sequence, we can rewrite (4.9) as

pa(n+ 1) = ZSOPC(!(n))pa(n) + �(!(n)); n = 0; 1; : : : (4.24)

where �(!(n)) = !(n)(I� !(n)L)�1�a. Let us de�ne

T SOPC(pa(n); n)
def
= minf�p; maxf0;ZSOPC(!(n))pa(n) + �(!(n))gg (4.25)

and p�a = ((p�)0; (p�)0)0 be the solution to the problem (4.2). Then, it is clear that

T SOPC(p
�
a; n) = p�a for all n. For a given positive de�nite diagonal matrix W, we

have, as in the (3.25),

kT SOPC(pa(n); n)� p�ak
W
1 � kZSOPC(!(n))k

W
1 kp(n)� p�kW1 (4.26)



Constrained case 39

Repeating the iteration (4.26), we get

kT SOPC(pa(n); n)� p�ak
W
1 �

 
nY

k=0

kZSOPC(!(k))k
W
1

!
kp(0) � p�kW1 (4.27)

By lemma 4.2, we can choose a positive de�nite diagonal matrix W and a number

!̂ > 1 such that kZSOPC(!)k
W
1 < 1 for 1 < ! < !̂. Since !(n) is a decreasing

sequence and limn!1 !(n) = 1, it is guaranteed that there exists a number n0 such

that 1 < !(n) < !̂ for all n > n0. Therefore,

lim
n!1

nY
k=0

kZSOPC(!(k))k
W
1 = 0 (4.28)

Thus the power vector pa converges to p
�
a. 2

Remark 4.2. From inequality (4.27), we can see that if the initial value !(0) of the

sampled sequence is unnecessarily big then the number of iterations needed to de-

crease kZSOPC(!(n))k
W
1 below one is going to be large. By kZSOPC(!(n))k

W
1 �

�(ZSOPC(!(n))) (theorem 2-3.4 in [89]) and �(ZSOPC(!(n))) � j!(n) � 1j (proposi-

tion 4.1), it is clear that we do not gain anything by choosing !(0) � 2. Therefore, it

is advisable to choose the initial value !(0) from the open interval (1; 2).

We would now like to compare CSOPC with DCPC in terms of convergence speed.

In order to do so, we need the following lemma:

Lemma 4.3. If the system is feasible, there exists a nonsingular matrix W and a

number !̂ > 1 such that jjZSOPC(!)jj
W
1 < jjZSOPC(1)jj

W
1 < 1 for 1 < ! < !̂.

Proof. By theorem 2-3.5 in [89], there exits a nonsingular matrix W and a number

!̂ > 1 such that

kZSOPC(!̂)k
W
1 � �(ZSOPC(!̂)) + " (4.29)

where " > 0 can be made arbitrarily small. Kahan [43] has proved that �(ZSOPC(!))

is decreasing for 0 < ! � �!, �! > 1. So, if we choose !̂ � �! and a suÆciently small ",

then

jjZSOPC(!̂)jj
W
1 � �(ZSOPC(!̂)) + " < �(ZSOPC(!)) � jjZSOPC(!)jj

W
1 (4.30)

holds for for 1 � ! < !̂. If we further choose !̂ arbitrarily close to one, then the

norm � = jjZSOPC(1)�ZSOPC(!̂)jj
W
1 can be made arbitrarily small. Thus for a small

enough � > 0 and " > 0

jjZSOPC(1)jj
W
1 � jjZSOPC(!̂)jj

W
1 +� < 1 (4.31)

holds. This concludes the proof. 2
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Proposition 4.5. If the system is feasible, CSOPC is asymptotically faster than DCPC

with respect to weighted maximum norm.

Proof. By proposition 4.4, it is clear that CSOPC converges and thus there exists a

number n0 such that 0 < T SOPC(pa(n); n) < �p for all n > n0. Therefore, for any

nonsingular matrix W, we have

jjT SOPC(pa(n); n)�p
�
ajj
W
1 � jjZSOPC(!(n))jj

W
1 jjpa(n)�p

�
ajj
W
1 ; for all n > n0 (4.32)

Repeating the above, we get

jjT SOPC(pa(n); n)� p�ajj
W
1

jjpa(0)� p�ajj
W
1

� C

nY
k=n0+1

jjZSOPC(!(k))jj
W
1 ; for all n > n0 (4.33)

where C is a positive constant. We name the right hand side of (4.33) as error reduc-

tion rate. Consider now the ratio of the error reduction rates of CSOPC and DCPC

described by

�(n) = C
0
Q

n

k=n0+1
jjZSOPC(!(k))jj

W
1

(jjZSOPC(1)jjW1 )n�n0
; for all n > n0 (4.34)

where C 0 is a positive constant. By lemma 4.3, we can choose a nonsingular matrix

W and a number !̂ > 1 such that jjZSOPC(!)jj
W
1 < jjZSOPC(1)jj

W
1 < 1 for 1 < ! <

!̂. Since !(n) is a decreasing sequence and limn!1 !(n) = 1, it is guaranteed that

there exists a number n1 > n0 such that 1 < !(n) < !̂ for all n > n1. Therefore,

limn!1 �(n) = 0, and we can conclude that CSOPC converges asymptotically faster

than DCPC with respect to weighted maximum norm. 2

Remark 4.3. Like the asymptotic average rate of convergence de�ned in proposition

3.4, the error reduction rate in (4.33) can be used for estimating the minimum number

of iterations, n0(Æ) that gives

C

n
0(Æ)Y

k=n0+1

jjZSOPC(!(k))jj
W
1 = Æ (4.35)

In the case of DPC, n0 = 0 and C = jjZSOPC(1)jj
W
1 . Let us choose a positive

de�nite diagonal matrixW such that the diagonal entries ofW�1 are the components
of the eigenvector of ZSOPC(1) that corresponds to the dominant eigenvalue. Then,

jjZSOPC(1)jj
W
1 = �(ZSOPC(1)) and the equation (4.35) can be solved analytically. By

noting that �(ZSOPC(1)) = �(H)2 and n
0(Æ) = 2n(Æ), we get the same result as in

(3.13).
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Figure 4.5: Outage probability as a function of iteration

4.3 Computational results

First, we investigate how quickly CSOPC converges to p� of a feasible system. DCPC
is used as a reference algorithm. An uplink of DS-CDMA system with 19 omni-bases

located in the centers of 19 hexagonal cells is used as a test system (�gure 2.1). The

receiver noise power is taken to be 10�12. The relative maximum mobile power is set to

one. The processing gain is chosen to be 128 (21 dB) and the SIR-target is set to 8 dB

(i.e. CIR target is -13 dB) . For a given instance, a total of 190 mobiles are generated,

the locations of which are uniformly distributed over the 19 hexagonal cells.

The outage probability is used as a performance measure. To evaluate this, we have

taken 1000 independent \feasible" instances of mobile locations and shadow fadings.

In each instance, we have performed twenty power control steps. The initial power

for each mobile is randomly chosen from the interval [0,1]. Similar to example 4.1 the

power vector p(1) is obtained by a one-step iteration of DCPC on p(0). CSOPC uses

a nonstationary relaxation factor given by

!(n) =

(
1 +

�
2
3

�n
; n = 1; 3; : : :

1 +
�
2
3

�n�1
n = 2; 4; : : :

(4.36)

The outage probability at each iteration is computed over 1000 instances by count-

ing the portion of the number of non-supported mobiles at the iteration. Figure 4.5

shows the outage probability of each algorithm as a function of iteration. CSOPC takes

22 iterations on average to reach the state with the outage probability of 10�4 that

we consider as almost the zero-outage. We can see that DCPC requires more than 30
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Figure 4.6: Euclidean distance between the current power and p� as a function

of iteration

iterations on average to reach the point. In the case of CSOPC, the small increase in

the outage level in the beginning is caused by the dynamics of the second-order power

control. For example, let us assume that there exists a set of users who utilize their

maximum power at iteration 1. The existence of such users is very probable because

of the random initial power of iteration 0. Then at iteration 2, the powers of the

users belonging to that set are decreased because the overall interference level drops.

Thus more users are supported and the outage decreases. Now at iteration 3, CSOPC

remembers the maximum power values at iteration 1 and utilizes them for reducing

the powers of those users further. This may lead to a situation in which the powers

of those users become unnecessarily low, many of those users become unsupported,

and the outage probability increases. As iterations go on, the power vector rapidly

approaches the �xed point solution and thus the power update steps become smaller

and the e�ects of the overshoots to the outage become negligible.

The Euclidean distance between the current power vector and the �xed point is

shown in �gure 4.6. The result indicates that the CSOPC converges faster than the

DCPC which agrees with proposition 4.5; CSOPC is asymptotically faster than DCPC.

There are two major restrictions in implementing power control algorithms in real

systems. First, a narrow bandwidth is dedicated to power control commands in gen-

eral. Second, the dynamic range on power up/down is limited in any implementation

of transmitters. Therefore in practical systems, there is only a binary command, power

up/down. Transmitters adjust their power levels by increasing/decreasing a �xed (or

possibly a variable) amount according the received binary commands. These restric-
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tions, along with measurement errors and loop delay, contribute to performance gap

between the theoretical and the practical algorithms. Furthermore, if we would like

to implement CSOPC in a real system, we also have to consider that CSOPC resets

the sequence !(n) when a change has occurred in H (thus Ha) due to mobile move-

ment. Detecting such a change in any real environment seems to be hard. With these

restrictions in mind, we modify CSOPC to a practical version as follows:

pi(n+ 1) = minf�pi;maxf0; !�i(n)pi(n) + (1� !)pi(n� 1)gg; (4.37)

where �i(n) = f �; i(n) � 
t
i

1
�
; i(n) > 

t

i

. If we choose ! = 1, the above is reduced to the

so called \bang-bang" type power control (B-BPC).

We have compared the modi�ed CSOPC (M-CSOPC) with B-BPC, using the same

network con�guration and assumptions as before. To choose ! in M-CSOPC, we �rst

investigate the probability density function of !� of (4.19) through 10000 instances

(�gure 4.7). The probability that !� belongs to the interval [1:156; 1:286] is highest.

Accordingly, we set ! to 1.2 in the experiment. The target SIR and the step size �

are 8 dB and 0.5 dB, respectively. We run M-CSOPC and B-BPC until the iteration

number reaches 200. The outage probability at each iteration is computed over 10000

instances by counting the portion of the number of mobiles whose received SIR is less

than 7 dB (1 dB margin to the target) at the iteration. Figure 4.8 shows a quite

encouraging result. M-CSOPC converges to the stable state (outage probability of

1:9 � 10�4) after 90 iterations, whereas B-BPC requires approximately 150 iterations.

Furthermore, the number of mobiles having SIR below 7 dB (represented by outage in
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Figure 4.8: Outage probability as a function of iteration

the �gure) is less than that of B-BPC over the whole the range of iterations. Thus, it

is very likely that M-CSOPC increases the radio network capacity.

4.4 Concluding remarks

A group of the minimal power assignment algorithms including DCPC converge to a

�xed point of a feasible system with a geometric rate [37]. In some cases, it takes a long

time to reach this �xed point, and this process is especially slow when approaching the

�xed point. The second-order power control algorithm will resolve such an undesirable

phenomenon due to its asymptotically fast convergence.

From the encouraging computational results, we believe the practical algorithm,

M-CSOPC, will signi�cantly improve the network capacity of a real CDMA system,

compared with the currently adopted power control scheme. There are, however, some

issues requiring further investigation. First, selecting ! for M-CSOPC may need an-

other optimization procedure. Second, M-CSOPC uses one more piece of information

pi(n� 1). Because of measurement errors and loop delay, realized power values might

di�er from the ideal values. Consequently, M-CSOPC uses one more, possibly erro-

neous value pi(n � 1). This could a�ect the performance of power control negatively.

These problems constitute an interesting future research topic.



Chapter 5

Block Power Control

The purpose of this chapter is to provide a new theoretic framework such that we can

utilize partially known link gain information in improving the convergence speed. For

the purpose, block power control (BPC) is suggested with its convergence properties.

BPC is centralized within each block in the sense that it exchanges link gain information

within the same block. However, it is distributed in a block-wise manner and no

information is exchanged between di�erent blocks. Depending on availability of link

gain information, a block can be any set of users, and can even consist of a single user.

Computational experiments are carried out on a DS-CDMA system, illustrating how

BPC utilizes available link gain information in increasing the convergence speed of the

power control.

One possible application of our work is the bunched radio resource management

scheme [14]. The basic assumption of the scheme is that the link gains within a bunch

are, at least partially, known. A bunch is generally equivalent to a block in this text.

It may be argued that the bunch concept requires a lot of signaling thus being rather

impractical. However, we can imagine an example of \natural" bunches where the

signaling can be done locally within one base station controller. In the Wideband

CDMA system [21], dedicated pilot bits are associated with each traÆc channel in

both up- and downlinks, supporting the adaptive antennas. This property may enable

the eÆcient estimation of link gains within one cell which in turn enables the use of

bunches having the sizes of one cell.

To present BPC in section 5.1, we start with an algorithm for the relaxed problem

that has no constraint on maximum power levels. Next, we develop it to a constrained

algorithm. Numerical comparison between BPC and DCPC is contained in section

5.3. Finally, section 5.4 concludes the chapter.

5.1 Unconstrained case

Let us assume that transmitters are grouped into N blocks, B1;B2; : : : ;BN . A block

can be any set of transmitters, and can even consist of a single transmitter. For

notational simplicity, we assume that the �rst jB1j transmitters belong to B1 and the

45
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next jB2j transmitters belong to B2, and so forth (j � j denotes the cardinality of the

set). Then, we can represent H as the following block matrix:

H =

2
6664
H11 H12 � � � H1N

H21 H22 � � � H2N

...
...

. . .
...

HN1 HN2 � � � HNN

3
7775 (5.1)

The submatrix Hij has the size of jBij� jBj j. In the same manner, we can decompose:

� = (�01;�
0
2; � � � ;�

0
N )

0 (5.2)

p = (p01;p
0
2; � � � ;p

0
N )

0 (5.3)

To clarify the above mentioned notation, consider the following example:

Example 5.1. Consider a system consisting of three base stations in which each base

station is communicating with exactly one mobile station. Let base stations 1 and 2

form a block and let base station 3 form another block (see �gure 5.1). Then

H =

2
66664

0
t1g12

g11

t1g13

g11


t
2g21

g22
0


t
2g23

g22

t3g31

g33

t3g32

g22
0

3
77775 =

2
64 H11 H12

H12 H22

3
75 ; (5.4)

� =

2
66664

t1�1

g11


t
2�1

g22

t3�1

g33

3
77775 =

2
64 �1

�2

3
75 (5.5)

and

p =

2
66664
p1

p2

p3

3
77775 =

2
64 p1

p2

3
75 : (5.6)

Keeping the lesson of proposition 3.6 in mind, we choose M = 
�1(I �	 
H)

and N = 
�1 � I + (1 � 
�1	) 
H, where 
 denotes element-wise multiplication

and 1 is a matrix of an appropriate size, consisting of ones. Matrix 
 has the form


 =

2
66664

11 0 � � � 0

0 
22
. . . 0

...
. . .

. . .
...

0 0 � � � 
NN

3
77775 (5.7)
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Figure 5.1: Example of a system divided into two blocks

where 
ii is a jBij � jBij matrix ful�lling

0 � 
ii � I; det (
ii) 6= 0 (5.8)

Similarly, 	 has the form

	 =

2
66664
	11 0 � � � 0

0 	22
. . . 0

...
. . .

. . .
...

0 0 � � � 	NN

3
77775 (5.9)

where 	ii is a jBij � jBij matrix ful�lling

0 � 	ii � 
ii1 (5.10)

Then, using theseM andN, we can construct the following iterative power control

algorithm, which we will call unconstrained block power control (UBPC).

p(n+ 1) = (I�	
H)�1

�
(
�1 � I+ (1�
�1	)
H)p(n) + �

�
def
= IBPC(p(n))

(5.11)

And, by showing that the matrices M and N form a regular splitting of A, we have:

Proposition 5.1. UBPC converges to p� of a feasible system, starting from an arbi-

trary initial vector p(0).
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Proof. The feasibility condition implies that �(H) < 1. Since Hii is a principal

submatrix of H, by Lemma 2.4 in [84], we have �(Hii) < �(H) < 1. By de�nition,

	ii � 
ii1 � 1 holds, and Theorem 2.8 in [84] guarantees that �(	ii
Hii) � �(Hii).

Thus, by proposition 3.3, we have

(I�	
H)�1 =2
6664

(I�	11 
H11)
�1 0 � � � 0

0 (I�	22 
H22)
�1 0 0

...
. . .

...
...

0 0 � � � (I�	NN 
HNN )
�1

3
7775 � 0

(5.12)

From (5.1), (5.8), (5.10) and (5.12), it is clear that

M�1 = (I�	
H)�1
 � 0 (5.13)

and

N = 
�1 � I+ (1�
�1	)
H � 0 (5.14)

Thus, by Proposition 3.5, UBPC converges. 2

To give the notion of \block-wise" power control, let X(n) = diagf
ti

i(n)
g. This

allows us to replace Hp(n) + � in (5.11) by X(n)p(n). Since X is of the same size as


 or 	, we can decompose it into blocks in the same manner:

X(n) =

2
66664
X11(n) 0 � � � 0

0 X22(n)
. . . 0

...
. . .

. . .
...

0 0 � � � XNN (n)

3
77775 (5.15)

By noting that 
, 	 and X(n) are block diagonal matrices, we can rewrite (5.11) in

a block-wise form as follows:

pi(n+ 1) =
�
I+ (I�	ii 
Hii)

�1
ii(Xii(n)� I)
�
pi(n)

def
= IBPCi(p(n)) (5.16)

where pi(n) denotes the power levels of the transmitters of the block i at iteration

n. Equations (5.11) and (5.16) are mathematically equivalent. The only di�erence

between them is that the latter utilizes measurable information,Hii andXii(n), within

block i.

In UBPC given by the equation (5.16), the elements in 	ii represent availability

and reliability of the corresponding elements in the normalized link gain matrix, Hii.

For example, if the users in block i have a full con�dentiality on an element in Hii,

then the corresponding element in 	ii can be set to its maximum value given by the

bound (5.10). However, the zero element in 	ii corresponds to the opposite case,

where the information is either not available or has poor reliability. When 	ii = 0,

we can verify through (5.16) that the power update within block i becomes fully

distributed, requiring only local CIR measurement. In fact, if we choose 	 = 0 or
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if every block is composed of a single user, then UBPC becomes equivalent to FMA.

As in FMA, the diagonal elements of 
ii constitute a damping factor of the power

control algorithm. The damping factor can be used to increase the robustness of the

power control algorithm by adjusting the step size of power update. For example, in

the case of power control errors, such as a CIR measurement error, smaller fault can

be achieved decreasing the damping factor. The damping factor can also be used for

taking into account the \sluggishness" of the transmitter, i.e., the power amount that

can be varied in one update. Nevertheless, as will be stated in proposition 5.2, the

largest 
ii and 	ii will generate the best convergence speed, provided that the link

gains and the CIRs are measured accurately in block i.

Proposition 5.2. Among those 
ii and 	ii that ful�ll inequalities (5.8) and (5.10),

the choice 
ii = I and 	ii = 1 is the best with respect to asymptotic average rate of

convergence.

Proof. For notational convenience, let us denote the iteration matrix M�1N = (I �

	 
H)�1
(
�1 � I+ (1 �
�1	) 
H) in (5.11) by ZBPC(
;	). As in the proof

of proposition 3.8 let �
ii = I and �	ii = 1. Assume that 
ii 6= �
ii and 	ii 6= �	ii. It

follows that

ZSOPC(
;	) = 
�1 � I+ (1�
�1	)
H (5.17)

� �

�1
� I+ (1�
�1	)
H (5.18)

� �

�1
� I+ (1� �


�1 �	)
H = ZSOPC( �
; �	) (5.19)

where in the inequalities (5.19) and (5.19) the equality is excluded. Thus, by proposi-

tion 3.6, we have �(ZBPC(
;	)) > �(ZBPC( �
; �	)). 2

Example 5.2. To illustrate how to choose 
ii and 	ii, we consider an example in

which three base stations, each communicating with exactly one mobile, form a block.

Assume that for some reason we do not have information about the link gain g12 = g21.

Let us choose


11 =

2
66664
!1 0 0

0 !2 0

0 0 !3

3
77775 (5.20)

then it must hold that

0 � 	11 =

2
66664
 11  12  13

 21  22  23

 31  32  33

3
77775 �

2
66664
!1 0 !1

0 !2 !2

!3 !3 !3

3
77775 (5.21)
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That is, we must choose  12 =  21 = 0. By choosing the strict upper bound for 	11,

the convergence rate is maximized.

The sizes and structures of submatrices 	ii (the size and structure of each block)

de�ne the computational complexity and distributiveness of UBPC. They also give a

paramount e�ect on the convergence speed. If the block sizes are large and the elements

in the corresponding	ii-matrices are also large, then the convergence speed is going to

be fast. Actually, the best possible performance with respect to the convergence speed,

assuming that the link gains could be measured accurately, is achieved by including

all the users into one block. In this special case, UBPC becomes fully centralized.

One drawback of using large block sizes with dense 	ii is that the computational

complexity is high, since we need to invert large (I � 	ii 
 Hii) at each iteration.

Another drawback is that the degree of signaling is high, since a large amount of

measurement information must be collected. To reduce the complexity, we can use

sparse 	ii or reduce the block size. However, this is done at the cost of reducing the

convergence speed. In practice, the sizes and structures of	ii are upper limited by the

amount of signaling, the availability of the link gain estimates, and the computational

complexity of the matrix inversion operation. However, it is generally diÆcult to

compare between utilizing small blocks with reliable information and utilizing larger

blocks with information of inferior quality. In example 5.3, we will illustrate a practical

way of choosing blocks such that the computational complexity is kept low.

Example 5.3. Consider a DS-CDMA system, where all the mobiles assigned to a par-

ticular base station constitute one block. The link gains between mobiles and the base

station within the same block are assumed to be known. Further, in the downlink

case, we assume that the normalized cross-correlation between di�erent channels in

the block k is uniform, i.e., �ij = � if i; j 2 Bk. If we choose 
kk = I and 	kk = 1,

k = 1; : : : ; N ; then UBPC becomes, in up- and downlink cases,

pi(n+ 1) =

t
i

(1 + 
t
i
)(1�

P
j2Bk

tj

1+tj
)

Ii(n)

gii

; i 2 Bk (5.22)

and

pi(n+ 1) =

t
i

1 + �
t

i

��P
j2Bk


t
j

1+�tj

Ij(n)

gjj

1� �

P
j2Bk

tj

1+�tj

+
Ii(n)

gii

�
; i 2 Bk (5.23)

respectively. For user i, the external interference from the outside of block k, is given

by

Ii(n) =
giipi(n)

i(n)
�
X
j2Bk
j 6=i

gjjpj(n); i 2 Bk (5.24)
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and

Ii(n) =
giipi(n)

i(n)
� �gii

X
j2Bk
j 6=i

pj(n); i 2 Bk (5.25)

in up- and downlink cases, respectively. Note that, from our de�nition in section 3.1,

the link gains gjj in (5.24) and gii in (5.25) can be replaced by gij (see appendix A for

the derivation of above results). Also, we can easily verify that if Bk = fig, then both

(5.22) and (5.23) will be reduced to the fully distributive form, pi(n+ 1) =

t
i

i(n)
pi(n).

5.2 Constrained case

Let us consider a more realistic case, where we have an upper limit for transmission

powers as given in (3.3). The constrained block power control (CBPC) algorithm is

given by

p(n+ 1) = minf�p;IBPC(p(n))g
def
= T BPC(p(n)) (5.26)

For block i, the update rule can be expressed as

pi(n+ 1) = min f�p;IBPCi
(p(n))g

def
= T BPCi

(p(n)) (5.27)

To give a proof for the convergence of CBPC, we �rst note the following lemma.

Lemma 5.1. If the system is feasible, there exists a positive de�nite diagonal matrix

W such that jjZBPC(
;	)jjW1 < 1 for all 
 and 	 that ful�ll inequalities (5.8) and

(5.10).

Proof. By de�nition, H is a positive matrix and by lemma 3.1 it is also an irreducible

matrix. Therefore, the Perron-Frobenius Theorem (proposition 3.1) guarantees that

there exits a positive vector e = (e1e2 � � � eM )0, called the Perron eigenvector, such that

He = �(H)e (5.28)

It follows that

ZBPC(
;	)e = (I�	
H)�1
(
�1 � I+H�
�1	
H)e (5.29)

= (I�	
H)�1(I+
(�(H)� 1)�	
H)e (5.30)

= (I+ (I�	
H)�1
(�(H)� 1))e (5.31)

Since the system is feasible, we have �(H) < 1 and by Proposition 5.1, we have

ZBPC(
;	) � 0, equality excluded. It is also clear that ZBPC(
;	) has a full rank.

Therefore,

0 < ZBPC(
;	)e < e (5.32)
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If we choose W = diag( 1
ei
), which is clearly a positive de�nite diagonal matrix, we

have

jjZBPC(
;	)jjW1 < 1 (5.33)

Thus by constructing a matrix W, we have shown the existence of it. 2

Proposition 5.3. CBPC converges to p� of a feasible system, starting from any power

vector p(0) that is in the range of (3.3).

Proof. The result follows directly from lemma 5.1 and proposition 3.9. 2

Corollary 5.4. Proposition 5.2 also holds for CBPC.

Proof. By proposition 5.3, CBPC is a pseudo-contraction mapping. Thus, there exits

0 < n0 <1 such that T BPC(p(n)) < �p, for all n > n0 and for all 
, 	 ful�lling (5.8)

and (5.10). So for n > n0, the dynamics are described by UBPC and thus proposition

5.2 applies. See also remark 3.2. 2

In the non-stationary case where 
ii and 	ii are allowed to vary from iteration

to another, the CBPC can be written as

pi(n+ 1) = max
n
�p;
�
I+ (I�	ii(n)
Hii)

�1
ii(n)(Xii(n)� I)
�
pi(n)

o
def
= T BPC(p(n); n)

(5.34)

Corollary 5.5. If 
ii(n) and 	ii(n) ful�ll (5.8) and (5.10) at every iteration, then

the non-stationary CBPC converges to p� of a feasible system, starting from any power

vector p(0) that is in the range of (3.3).

Proof. By Lemma 5.1, there exists a positive de�nite diagonal matrix W such

that jjZBPC(
;	)jjW1 < 1 for all 
 and 	 that ful�ll (5.8) and (5.10). Therefore

jjZBPC(
(n);	(n))jjW1 < 1 for all n and it follows, as in proof of proposition 4.4, that

T BPC(p; n) is a pseudo-contraction mapping. Hence, the non-stationary iteration

converges. 2

Corollary 5.5 states that the damping factor and the amount of link gain informa-

tion utilized by the power control can vary from iteration to another without causing

any problem to the convergence. In addition, we have the following property that the

algorithm converges even if the power updates are done in asynchronous fashion:

Proposition 5.6. The asynchronous CBPC converges to p� of a feasible system,

starting from any power vector p(0) that is in the range of (3.3).
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Proof. The result follows directly from lemma 5.1 and proposition 3.14. 2

So far we have been focusing on the feasible system. However, it is noticeable that

UBPC and CBPC may result in nonpositive power values when the system becomes

infeasible; we cannot support every transmitter. In this case, the inequality (5.12) may

no longer hold because �(	iiHii) � 1 (see also proposition 3.3). This means that the

block i, and therefore the whole system, is overloaded and some of the users must be

removed. Unfortunately, this condition alone is not enough to detect infeasibility since

it may happen that the block i is feasible but the interference coming from other cells

is too high (�(Hii) � �(H) < 1 but p� is not in the range of (3.3) or �(Hii) < 1 but

�(H) � 1) or it may even happen that 	ii is chosen in such a way that the inverse

matrix is positive although the block is overloaded (�(Hii) � 1 but �(	iiHii) < 1).

In the case of negative powers, we could, if all the link gains in Hii are known, utilize

some advanced removal strategy like removing the worst interferer (the user that has

the smallest link gain) �rst. Another approach that could be useful, especially if the

link gain information has poor reliability, is to force the inverse of I�	ii
Hii matrix

to become positive by decreasing some of the elements in 	ii. This e�ect can also

be achieved by dividing the block into several smaller ones although this may require

more signaling e�ort. After the inverse is made positive, the overall system can still

be infeasible. If this is the case, the power vector will converge to a �xed point where

some (or all) of the users are using the maximum power but are not supported. To

cope with this situation, standard removal schemes like gradual removal [6] should be

applied.

To relate the derivation in this chapter to our general framework described in

chapter 3, we note that corollary 5.5 enables us to expand the \coverage" of our

framework to some of the log-linear controllers like I-controller given by (3.29):

Proposition 5.7. The power control algorithm (3.29) converges to p� of a feasible

system, starting from an arbitrary initial vector p(0).

Proof. We start by noting that (3.29) can be interpreted as non-stationary Foschini

and Miljanic algorithm with

!i(n) =

�

t
i

i(n)

� 1
TIi � 1

ti

i(n)
� 1

(5.35)

Since TIi > 1 and limi(n)!t
i
!i(n) =

1
TIi

< 1, we have 0 < !i(n) < 1. Hence, by

corollary 5.5, the algorithm converges to p�. 2

Remark 5.1. Similarly to proposition 5.7 we could prove the stability of B-BPC algo-

rithm.

In that case B-BPC can be interpreted as non-stationary Foschini and Miljanic

algorithm if
��lnt

i
� lni(n)

��
> ln�. Hence, if the error increases FMA step is taken
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to decrease it. However in the vicinity of t
i
the algorithm can not be described as

non-stationary FMA and thus convergence is not guaranteed.

5.3 Computational results

We investigate how quickly CBPC converges to p� of a feasible system. DCPC is used

as a reference algorithm. The DS-CDMA system with 19 omni-bases located in the

centers of 19 cells is used as a test system (�gure 2.1). We consider both up- and

downlink cases of an DS-CDMA example in which the processing gain is 128 (21 dB ).

For a given instance, a total of 190 mobiles are generated in the uplink case, whereas

380 mobiles are considered in the downlink case. The reason for the di�erence in the

number of users is to keep the relative load approximately the same for both up- and

downlinks.

The receiver noise at both mobiles and base stations is taken to be 10�12. The

relative maximum power of a mobile, and in the downlink case the relative maximum

power of a traÆc channel assigned to a mobile is set to one. The base that gives the

lowest attenuation is assigned to each mobile. The target SIR is set to 8 dB for both

up- and downlinks of each mobile.

When applying CBPC, we have used the same assumption as in example 5.3. That

is, all the mobiles assigned to a particular base station constitute one block. The link

gains between mobiles and the base station within the same block are assumed to be

known. We choose 
ii = I and 	ii = 1 and apply (5.22) and (5.23), considering

the maximum power constraint. In the downlink case, we use the normalized cross-

correlation �ij = 0:4 if mobiles i and j belong to the same base station.

The outage probability is used as a performance measure. To evaluate this, we have

taken 1000 independent \feasible" instances of mobile locations and shadow fadings.

In each instance, we have performed thirty power control steps. The initial power for

each mobile is randomly chosen from the interval [0,1]. The outage probability at each

iteration is computed over 1000 instances by counting the portion of the number of non-

supported mobiles at the iteration. Figures 5.2 and 5.3 show the outage probabilities

of CBPC and DCPC as a function of iteration in up- and downlink cases respectively.

In the uplink case, CBPC takes about 7 iterations on average to reach the state with

the outage probability of 10�4. However, we can see that DCPC requires more than 30

iterations on average to reach that point. In the downlink, CBPC requires 8 iterations,

whereas DCPC does 20 iterations. The reason for the performance di�erence in CBPC

between up- and downlinks is that the uplink interference within a cell is much larger

than that in the downlink and that main contribution of CBPC is to eÆciently mitigate

the interference within the cell (block).

Figures 5.4 and 5.5 show the Euclidean distance between the current power vector

and p�. The distance is computed by averaging over 1000 instances. It is clear that

CBPC also converges faster in terms of the Euclidean distance. The numerical results

indicate that a signi�cant improvement in the convergence speed has been obtained

through utilizing link gain information. The speed di�erence becomes bigger as both

algorithms approach p�. This coincides with the theoretical results of corollary 5.4 on



Computational results 55

0 5 10 15 20 25 30
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

Iteration

O
ut

ag
e 

P
ro

ba
bi

lit
y

Uplink

CBPC
DCPC

Figure 5.2: Uplink outage probability as a function of iteration.
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Figure 5.3: Downlink outage probability as a function of iteration.
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Figure 5.4: Uplink Euclidean distance between the current power vector and p�.
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the asymptotic average rate of convergence.

5.4 Concluding remarks

In this chapter, we proposed a power control algorithm, which can incorporate avail-

able link gain information in a way that the convergence speed increases. Acceleration

of convergence speed is based on the accurate measurement of link gains and received

CIRs in each block. However, if those measurements were too erroneous, this would

a�ect the power control negatively. To cope with the situation, we have introduced

parameters 
 and 	 into our algorithm. Those parameters will determine the algo-

rithm's key properties such as distributiveness, robustness and convergence speed.

The drawback of block power control algorithm is that it requires measured CIR

values and large bandwidth for power control commands. However, the signaling

burden can be decreased by only making CBPC steps if large changes inH are expected

(e.g. a set of users have arrived/departed) and in the mean time bang-bang type of

power control is used.

Finally, we note that our work opens possibility to have a power control algorithm

that is between the fully distributed and the centralized ones.



Chapter 6

Generalized constrained power

control

The distributed constrained power control (DCPC) is one of the most widely accepted

algorithms by the academic community. It provides guidelines in designing power

control algorithms for practical cellular systems and also constitutes a building block

for other radio resource management algorithms.

With respect to energy eÆciency, DCPC has a drawback that the power may reach

the maximum level when a user is experiencing low channel quality. Unfortunately,

even if the maximum power is used, this may not necessarily lead to suÆcient improve-

ment on channel quality. The impact will be high on power consumption and a severe

interference, a�ecting other users. Therefore, in this chapter, we revisit and generalize

DCPC in order not to necessarily use the maximum power when the channel quality

is poor. Under poor conditions, the power may even be lowered to the minimum level,

which we will call temporary removal. In that case, the user stays on the same channel

and transmission will be resumed if the interference situation becomes favorable. In

power control, if the power consumption level of a given algorithm were relatively low,

it would be a great advantage, especially to the mobiles that could expect a prolonged

operational time. In section 6.1, we explain how the generalized algorithm can improve

the energy eÆciency. In section 6.2, we show that, for the feasible system, the gener-

alized algorithm converges to the �xed point that supports every active transmitter,

as DCPC does. Based on the generalization, we suggest two power control algorithms

and compare them with DCPC.

The dynamics of the two proposed algorithms in the infeasible case are discussed

in section 6.3. When the system is infeasible so that all the active transmitters cannot

be supported, some sort of permanent removal of users, e.g. handing over to another

channel or dropping of users, is necessary to maximize the network capacity. For the

infeasible system, we evaluate the suggested algorithms by combining them with the

so called gradual removal [6] and compare the combined algorithms with GRR-DCPC

[6].

Computational experiments on a DS-CDMA system, given in section 6.4, indicate

that the suggested algorithms consume less energy while supporting more transmitters

than DCPC.

58
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6.1 Energy eÆciency

The distributed constrained power control algorithm (DCPC), as explained in section

3.2.2, is given by

(DCPC)

p(n+ 1) = minf�p;IDCPC(p(n))g
def
= T (p(n)) (6.1)

where I(p(n)) = Hp(n) + �.

Now consider the following generalized constrained power control algorithm:

(GDCPC)

pi(n+ 1) =

�
IDCPCi(p(n)); IDCPCi(p(n)) � �pi
~pi(n); otherwise

(6.2)

def
= Gi(p(n)) (6.3)

where the power value ~pi(n) is taken within the range of (3.3). If we choose ~pi(n) = �pi,

GDCPC is reduced to DCPC. When setting ~pi(n) = 0, it can be interpreted as a

temporary connection removal, allowing the removed user to stay on the channel and

power up again if the interference has decreased. By setting the transmit power to

zero, the user will not waste energy mitigating bad channel conditions and other users

will bene�t from lower interference. When ~pi(n) 6= �pi, GDCPC can not be described as

general constrained iteration given by (3.24). Furthermore it violates the monotonicity

property, and thus it is not a standard interference function. Thus neither of the two

frameworks described in section 3.2.2 can be directly applied. However, we can prove

the convergence of GDCPC to p� in the feasible case, which will be given in the next

section. To motivate the readers, we will �rst describe the energy saving property of

GDCPC.

To simplify our notation in this chapter, let us rede�ne T GDCPC = G, T DCPC =

T and IDPC = I .

Lemma 6.1. Gn(p) � T n(p) � In(p) for all n and p � 0.

Proof. From de�nition of I(p) and T (p), we �nd that if 0 � q � p, then I(q) � I(p)

and T (q) � T (p). In addition G(p) � T (p) � I(p). It follows that

I (G(p)) � I (T (p)) � I (I(p)) (6.4)

Since

T (T (p)) � I (T (p)) (6.5)

and

G (G(p)) � T (G(p)) � T (T (p)) ; (6.6)

it follows that

G (G(p)) � T (T (p)) � I (I(p)) : (6.7)
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By repeating the above reasoning n times, we get

Gn(p) � T n(p) � In(p) (6.8)

2

Proposition 6.1. If there exits n0 and at least one i such that In0
i
(p) > �pi, I

n

j
(p) �

�pj, n < n0 for all j and furthermore if ~pi(n) < �pi for all n, then

MX
i=1

Gni (p) <

MX
i=1

T n

i (p) 8n > n0

Proof. By lemma 6.1, we have Gn(p) � T n(p), thus it is suÆcient to show that

J (n) 6= ; for all n � n0 where J (n) = fj : Gn
i
(p) < T n

i
(p)g. At iteration n0, i 2 J (n0)

because Gn0
i
(p) = ~p(n0) < �pi = T n0

i
(p). At iteration n0 + 1, from de�nition of Ti(p),

we �nd that Gn0+1
j

(p) < T n0+1
j

(p) for all j 6= i thus J (n0 + 1) 6= ; . In the same

manner, we can see that J (n) 6= ; hold for all n > n0. 2

Note that lemma 6.1 and proposition 6.1 are general and hold for both feasible and

infeasible systems. Lemma 6.1 says that when starting from the same initial power

vector, the power value from GDCPC is not greater than that of DCPC. Further, if

there is an event that the required power is greater than the maximum allowed level,

then from proposition 6.1, we can expect a certain amount of energy saving from

GDCPC, compared with DCPC. For ~pi(n) of GDCPC, we can use any nonnegative

value less than or equal to �pi. However, from the proof of proposition 6.1, the setting

~pi(n) = 0 will lead to the most energy-saving results. For simplicity, we will denote

this version of GDCPC by GDCPC(I) throughout the chapter.

6.2 Convergence in feasible systems

As stated earlier, the convergence of GDCPC can be proven in the feasible case. Thus

we have,

Proposition 6.2. GDCPC converges to p� of a feasible system, starting from any

power vector p(0) that is in the range of (3.3).

Proof. By lemma 6.1, we have

Gn(p) � T n(p) (6.9)

It was shown in section 3.2.2 that DCPC is a special case of general constrained iter-

ation, so we know that in feasible case T is a pseudo-contraction mapping. Therefore

we can show, as in the proof of corollary 5.4, that there exits n0 such that T n(p) < �p

for all n > n0. It follows that Gn(p) = In�n0 (Gn(p)) � �p for all n > n0 and the

convergence of GDCPC follows from the convergence of DPC. 2
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Remark 6.1. So far we have focused on generalizing DCPC but similar results can

be derived for other standard power control algorithms, like BPC and the general

minimum power assignment algorithm [37], as well.

Besides the energy consumption, we are very interested in how fast the power

value will converge. It has been reported that DCPC converges to p� at a geometric

rate [31, 37]. So far the convergence rate of GDCPC is an open issue. However, if we

choose

~pi(n) = max f0; 2�pi � Ii(p(n))g (6.10)

and denote this by GDCPC(II), then we have the following:

Proposition 6.3. GDCPC(II) converges to p� of a feasible system with the same

geometric rate as DCPC starting from any power vector p(0) that is in the range of

(3.3).

Proof. Clearly max f2�pi � Ii(p(n))g < Ii(p) if Ii(p) � �pi. Thus it follows that

kG(p(n))� p�kW1 � kI(p(n))� p�kW1 � kHkW1 kp(n)� p�kW1 (6.11)

and we can conclude that G is a pseudo-contraction mapping with rate kHkW1 . 2

With respect to proposition 6.3, we conclude that within the class of GDCPC,

there exits at least one ~pi(n) 6= �pi which gives the same convergence rate as DCPC

and possibly increases the energy eÆciency. In GDCPC(II), if the required power is

larger than the maximum power �pi, a power lower than �pi by the amount of the gap

between the required power and �pi is used. If the required power is twice larger than

the maximum power, the transmitter power is set to zero. Note that ~pi(n) < �pi in

GDCPC(II), and proposition 6.1 is applicable to GDCPC(II).

6.3 Convergence in infeasible systems

So far, in this chapter the emphasis has been on feasible systems. In the infeasible case,

the DCPC is known to converge to a state where some (or all) of the powers reach

the maximum value while the corresponding users are not supported. In GDCPC,

however, convergence does not necessary occur if ~p(n) < �p.

In �gure 6.1, a two-dimensional example of a noise-limited infeasible system in

which �(H) > 1 and maximum power of each mobile set to one, illustrates the possible

�xed points. In addition one possible trajectory of DCPC, GDCPC(I) and GDCPC(II)

is given. The dotted line represents the trajectory of DCPC starting from p(0) and the

thin solid line is the trajectory of GDCPC(II) starting from the same point. In this

special case the trajectory GDCPC(I) coincides with the trajectory of GDCPC(II) for
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Figure 6.1: Trajectories and possible �xed points of DCPC, GDCPC(I) and

GDCPC(II).

the three �rst points after which it oscillate between p0 and p6. The thick solid lines

denote the CIR-targets (constrains) and the dashed lines represent equation (6.10)

that could be interpreted as virtual targets.

In this example no more than one user can be supported. Hence the optimal �xed

point would be p�5 where user 1 is supported with the minimum power. The �xed

point of DCPC will in this case be p�1 due to the power constraints. Clearly this point
is the worst, considering no user is supported while the power usage is maximized.

GDCPC(I) will, depending on the starting point, oscillates between p0 and p6 or

converge to p�5. In GDCPC(II), the �xed point may be the intersection between the

virtual targets, p�2 or the intersection between virtual and real targets denoted by p�3
and p�4. However, GDCPC(II) unlike DCPC does not always converge to a �xed point.

As illustrated in the �gure 6.1, GDCPC may converge to a limit cycle.

As described above GDCPC(I) and GDCPC(II) may converge to a �xed point but

the dynamics are more unpredictable. Due to the possibility of oscillating powers, each

user may generally expect a more varying CIR and its impact on the bit error rate is

not clear. Depending on power control interval, coding and interleaving strategies, the

oscillation of CIR may or may not cause problems. For example if the data packet size

is as short as the power control interval oscillating CIR (and thereby outage) could be

interpreted as time sharing via power control. If on the other hand data packets are

longer than one power control interval, then oscillating CIR causes additional symbol

errors or erasures that the coding should correct. Thus stronger coding must be utilized
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Figure 6.2: Euclidean distance between current power vector and p�.

to cope with oscillating CIR.

For an infeasible system, permanent connection removal could be utilized to in-

crease system capacity. In GDCPC(I) and GDCPC(II), the powers may oscillate, and

thus certain removal algorithms relying on convergence to some �xed points may not

be utilized. For the purpose of permanent removal, we extend the previously suggested

GRR-DCPC [6], which is an \on-the-y" gradual removal combined with DCPC. In-

stead of DCPC, we combine the gradual removal with GDCPC(I) and GDCPC(II).

That is, our modi�ed gradual removal algorithm, which incorporates both temporary-

and permanent removal GRR-GDCPC identi�es user i as a candidate for permanent

removal if Ii(p(n0)) > �pi and sets pi(n) = 0, with a given probability Æ > 0 for all

n > n0. Otherwise, pi(n0 + 1) = Gi(p(n0)) and the power control proceeds with the

next power iteration. In order to maximize system capacity, the removal probability Æ,

should be taken so that in each iteration, single removal is more probable than multiple

removals. It has been shown that GRR-DCPC converges to a stationary power vector

[6]. Since GRR-GDCPC uses the same decision procedure as GRR-DCPC, it is clear

that also GRR-GDCPC converges.

6.4 Computational results

The main purpose of the experiments is to draw insight on how GDCPC(I) and GD-

CPC(II) perform in terms of energy saving, convergence and system capacity. To

compare the performance of our proposed algorithms, we use DCPC as a reference



Computational results 64

0 5 10 15 20 25 30
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

Iteration

O
ut

ag
e 

P
ro

ba
bi

lit
y

DCPC     
GDCPC(I) 
GDPCP(II)

Figure 6.3: Outage probability in feasible case.
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Figure 6.4: Mean transmission power in feasible case.
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Figure 6.5: Outage probability in infeasible case.
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Figure 6.6: Outage probability in infeasible case with permanent removal.
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algorithm. A DS-CDMA system with 19 omni-bases located in the centers of 19

hexagonal cells is used as a test system (�gure 2.1 ). We consider an uplink example,

in which the processing gain is 128 (21 dB). For a given instance, a total of 190 mobiles

are generated, the locations of which are uniformly distributed over the 19 cells. The

target SIR is set to 8 dB and 12 dB for each mobile when analyzing a feasible and an

infeasible system, respectively.

As before the outage probability is used as a performance measure. The outage

probability at each iteration is computed over the 1000 instances by counting the

portion of the number of non-supported mobiles at the iteration. A connection is

considered to be supported if SIR is above 7.5 dB in feasible case and above 11.5 dB

in infeasible case. That is we have considered 0.5 dB SIR-margin.

In �gure 6.2, the Euclidean distance between the current power vector and �xed

point is shown. The �gure indicates that GDCPC(I) is faster than GDCPC(II) and

DCPC, both of which are proved to converge with a geometric rate. In �gure 6.3, we

see that the outage probability is lower over the whole range of iterations considered

(except for the initial iterations) for both GDCPC(I) and GDCPC(II), compared to

DCPC. It means that GDCPC(I) and GDCPC(II) support more users in average than

DCPC during the iterations. Based on simulation results GDCPC(I) seems to out-

perform GDCPC(II) in terms of outage performance. The energy saving property is

shown in �gure 6.4, where obviously GDCPC(I) gives the best performance in both

feasible and infeasible systems. The curves of GDCPC(I) and GDCPC(II) indicate

that there are many mobiles in which the required power at iteration 1 is greater than

the maximum and the rest of the iterations follow proposition 6.1. In conclusion, GD-

CPC(I) shows the best performance in terms of system capacity, energy saving and

convergence speed, in the feasible systems.

Now let us consider the outage probability for infeasible systems. As can be seen

in �gure 6.5, where we compare GDCPC(I), GDCPC(II) and DCPC, both GDCPC(I)

and GDCPC(II) support more mobiles in average than DCPC. However, the oscillating

behavior is still seen, despite the use of 0.5 dB SIR-margin and averaging over 1000

snapshots, in GDCPC(I) while GDCPC(II) gives smoother outage. Compared with

�gure 6.5, the outage from DCPC and GDCPC(II) is decreasing when combined with

gradual removal, while no signi�cant di�erence is seen for GRR-GDCPC(I), according

to �gure 6.6. Thus GDCPC(I) alone seems to identify a proper number of mobiles

for temporary removal at an early stage given that a proper SIR-margin is utilized.

Although the outage was not improved, combining GDCPC(I) with gradual removal

will guarantee convergence and therefore eliminate the oscillations in SIR. Also, note

that both GRR-GDCPC(I) and GRR-GDCPC(II) are superior to GRR-DCPC that

was known to be one of the best distributed removal algorithms [6].

6.5 Concluding remarks

In this chapter, we have proposed algorithms that are consuming less power and sup-

porting more users than DCPC. The proposed algorithms are based on our general

framework. The idea is that, when a user requires more power than is available, the
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power will be decreased to bene�t other users under favorable situations. It was shown

that our algorithms converge to the �xed point of a feasible system, supporting every

active user. For an infeasible system, convergence to a �xed point was exempli�ed not

to necessarily occur. For that case, it was seen that power oscillations may cause a

rapidly varying CIRs. However, this may not be a major obstacle, since the power

control can be combined with a permanent removal algorithm. The diÆculty with

the proposed algorithms is that infeasibility may not be detected as for DCPC. This

raises the question of how to combine a permanent removal algorithm with the pro-

posed algorithms. We propose one possible approach by modifying a gradual removal

algorithm that was originally designed for use with DCPC.

The practical applicability of the concept of temporary removals, which GDCPC(I)

and GDCPC(II) bene�t from, could for example be non-real time traÆc where the ex-

ibility of handling the transmission attempts is larger. Finding necessary and suÆcient

conditions for convergence for infeasible systems is still an open issue. Also, there is

a possibility of designing more sophisticated removal algorithms suitable for our algo-

rithms.

Finally, we would like to mention energy management, which was emphasized in

[99]. It is expected that the need for low-power design principles will increase along

with the more services available. Improving energy eÆciency is of interest for both

the operators (downlink) as well as for the customers (uplink). Therefore such design

principles include all levels of the system, e.g., network architecture, circuit design,

protocols and resource management algorithms. Our work can be considered as an

e�ort to provide an energy eÆcient resource management.



Chapter 7

Radio resource knapsack packing

In this chapter, we consider data traÆc in a bunched DS-CDMA system. Our assump-

tion is that the incoming data bursts are converted into data packets that are one

frame long (i.e. it takes one time period, called a frame, to send the whole packet with

some �xed rate r2i). The goal is to decide in the beginning of a frame which users are

allowed to transmit (which packet are to be transmitted) so that the system is feasible

during the frame. This problem is a special case of the combined power control and

transmission rate selection problem, described in section 3.3, in which K = 2, ri1 = 0

and ri2 6= 0. This problem has been considered in [47] where Lagrangian relaxation

technique was used for deriving distributed removal algorithms by dualizing constraint

(3.43). Based on the results in [22], it can be shown that dualizing constraint (3.42)

leads to 0-1 knapsack problem. Instead of using the lagrangian relaxation technique,

we �rst rede�ne the utility function (3.41) and then suggest a heuristic method similar

to the knapsack packing method to maximize it.

The method considered here di�ers form the one suggested in [47] by the fact that

our method tries to decide before transmission which users are allowed to transmit

(which packets to send) during the next frame, while the the removal algorithm in [47]

makes the decision after the transmission has begun. The other di�erence is that our

method requires full knowledge about the link gain matrix within the bunch while the

method in [47] is fully distributed and requires only knowledge about the received CIR.

The radio resource knapsack packing method considered here is modi�cation of the

method suggested in [49] and it is similar to the bunched radio resource management

algorithms suggested in [14, 13].

7.1 Problem formulation

The radio resource knapsack problem is based on the traditional knapsack problem:

Maximize the sum of the values of the items included into knapsack within some known

capacity limit. In our case the items (data packets to be transmitted) interfere with

each other and thus the capacity limit in terms of number of users is not known.
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We consider the following utility function

W =

MX
i=1

Wi

def
=

MX
i=1

wifi(p) (7.1)

in which the wi corresponds to the value (reward that the operator gains by successfully

transmitting the packet) of the packet. For example real time traÆc should have higher

value than non-real time traÆc. The function fi(p) corresponds to the probability that

the packet will be received correctly.

The packet transmission can further bene�t from eÆcient ARQ-methods (Auto-

matic Repeat reQuest), which gain energy also from the packets whose CIR-values are

under the pre�xed CIR-thresholds. The ARQ procedure will collect bit-energy of the

packet by requesting the same packet to be transmitted again until the cumulative

CIR sum yields a correctly received packet (see e.g. [58]). The ARQ-scheme, bene�ts

also from those packets whose received CIR-values are below the set CIR-threshold

and justi�es giving value to partially received packets in (7.1).

7.2 Packing Algorithm

Because in the radio resource knapsack there is �nite number of possible combinations,

one method to �nd the optimal packing is to search all possible combinations and

choose the best i.e. the one which gives the largest value of the utility function. This

method is known to be NP-complete (non-polynomial) and is not eÆcient. To optimize

the utility function there are much more eÆcient methods which do not perhaps give

the global optima but very near to that in short search time. For example gradient-

based methods can be used to �nd the optimal powers after allocation decisions. In

here, the allocation by using dynamic programming based scheduling is considered.

For each packet, which is at a time instant under consideration to be packed into the

knapsack (called trial packet), the frame will be searched where the increase in the

value of the total utility function of the knapsack is maximal if the new packet is

allocated. If the value of the utility function does not improve in any frame, a frame

is selected where the value decreases least. Allocation of the new packet follows the

set of rules (see also B):

� Rule 1: It is required that the CIR-value of each packet is above some given

threshold value (lower bound). This lower bound can be for example 3 dB for

NRT-packets if the CIR-threshold for correctly received packet is 6 dB. Usually

if some packet is not above the lower bound, it will remain in the transmission

bu�er of its base station. The lower bound of the RT-packets should be same

as the CIR-threshold set for correctly received packets, since ARQ can not be

applied.

� Rule 2: It is required that the contribution of each packet to the utility function

W of the knapsack is above some given threshold. If it is not, the packet will

remain in the base station bu�er.
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� Rule 3: If either rule 1 or rule 2 is not satis�ed for some packets (called unfeasi-

ble packets), certain alternative choices are examined. Note that the trial packet

can be an unfeasible packet as well. The alternatives are examined packet by

packet for the unfeasible packets. This means that alternatives are checked �rst

for the packet whose contribution to the total utility function of the knapsack

has decreased most after the allocation of the new packet. If some changes are

done to the already packed packets, the new CIR-value and new utility function

value for each interfering packet are calculated again. If there are still some un-

feasible packets, the alternatives will again be checked for those packets whose

contribution to the utility function of the knapsack has decreased most after the

allocation of the new packet.

� Alternative 1 If some packet does not satisfy the rules above, this packet is

tried to be changed with the most valuable feasible packet in the bu�er.

� Alternative 2 If the packet does not satisfy the rules above, it is left in the

knapsack if the value of the utility function of the knapsack is more than it is

when alternative 1 is selected.

� Alternative 3 If a packet does not satisfy any of the rules above, the packet

is removed from the knapsack, only if the value of the utility function of the

knapsack is more than it is when alternative 1 or 2 is selected.

The frames of the �rst base station in the knapsack will be packed up to their

capacity with the most valuable packets. This is done so that the most valuable

packet at the moment is put to the most suitable frame in the knapsack. Then the

secondmost valuable packet is considered and so on. For fairness reasons there should

be a limit on how many packets one user is allowed to transmit in a frame. When the

�rst base station's part of the knapsack is full, the packing continues in the next base

station. Each base station is packed up to its capacity before the next base station is

started to be packed. The packets are packed using the rules and in decreasing order

of the value.

In addition, there is an option of the macro diversity. This means that the packet

is transmitted from at least two di�erent base stations or base station sectors. This is

done by following the above rules. The CIR-value of that packet depends on how the

packet combining is done at the receiver.

7.3 Power allocation

Independently of the method which is used to pack the packets into the frames of

considered knapsack, the used powers can after packing be balanced so that they will

maximize a given utility function, W . The optimal power allocation method is based

on the maximization of the same (or same kind of a) utility function as in the knapsack

packing. The optimization is done separately for each frame of the knapsack.

One iterative method to �nd the (sub)optimal initial transmission powers is as

follows:
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� For i = 1 :M + 1

Step 1 Set counter, c = 1. Calculate the utility value of each interfering packet,

Wi using the current transmission powers.

Search for he packet whose utility value, Wi is the t
th lowest. Here t = c. Then

calculate the utility values,Wi for each interfering packets after the transmission

power of the considered packet is increased with some set �xed amount. The

transmission power of the considered packet will be increased if the value of the

utility function increases. If the value does not increase, the original transmission

power of the considered packet remains valid. If the power is changed, then set

c = 1 else set c := c + 1. The transmission powers pi (i=1,2,...,M) are bounded

between 0 or some other lower limit and �pi. If the calculated powers are outside

the bound, they are set to the closest limit.

Step 2 If c � M , goto step 1. Else if c = M + 1, the power control proce-

dure is stopped and (sub)optimal powers are found. This means that the total

utility function does not increase any more. After that the algorithms will be

used in the next frame of the knapsack.

The trial packet will be discarded and put back to the bu�er, if the CIR-value of

a packet will decrease under the lower bound or the value of the utility function

without this packet is higher than with this packet.

The knapsack packing and the optimal power control procedures should be applied

together so that �rst the packets are packed using the scheduling method presented

and then the powers are adjusted to maximize the utility function. Optimization of

the powers can be done after every kth (k � 1) packet is included in the knapsack.

Alternative method for �nding the optimal initial power vector is to solve the power

control problem (3.2) in the subspace of users (packets) included in the knapsack. If

the dimension of the subspace is large, this will become computationally intensive. The

need for reducing the amount of computations was the main motivation for introducing

the above method.

In this power control scheme the fast closed-loop power control is not continuous

and thus the knowledge about fast fading conditions are lost in the beginning of each

frame. To reduce this error by open loop power control, closed-loop power control

history can be used. One way of utilizing the power control history is to divide the

link gain estimate between the mobiles and the serving base station by the product

of past control actions, i.e. the link gain estimate gii, obtained by averaging over Fw
frames, should be multiplied by factor, ĉii:

ĉii(F ) =
1Q

F�1
f=F�Fw

Q
C

c=1 ui(f; c)
(7.2)

where F is the number of current frame, Fw is the length of time window (in frames)

and C is the number of power control steps in a frame. The variable ui(f; c) is the

c
th control action taken (�� dB in the case of bang-bang control) in frame f by user

i. If user i was not allowed to transmit a packet during a frame f then ui(f; c) = 1

for all c. When the fading estimate is exploited, the open loop power control error
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decreases provided that the probability of power control error is small. This implies

that scheduling of packets is made more cautiously: the probability of a successful

reception of the packets increases and the required transmission power decreases.

7.4 Computational results

We consider the downlink case of a DS-CDMA highway cellular system. Only non-real

time traÆc is considered, and all the incoming data burst are converted into equal sized

packets. The processing gain is set to 64 (18 dB). One knapsack consist of �ve base

stations and one frame. A frame is divided into 16 power control slots. The number of

mobiles per cell is �xed and set to 50. The mobiles are assumed to be slowly moving at

walking speed. The e�ect of shadow fading and the change in propagation parameter

due to mobility are ignored. We consider both pseudorandom (�ij = 1 for all i; j) and

orthogonal codes within one cell (�ij = 0:4 if users i and j are assigned to the same

base station, otherwise �ij = 1). In the �rst case, the interference power is high and

thus it can be interpreted as being a heavy load case. Whereas, in the second case the

interference power is smaller and thus we call it a medium load case.

As a closed loop power control method we apply the bang-bang controller. The

SIR-target was set to 7 dB and 1 dB SIR-margin was used. The power control step

size, � was set to 1 dB.

The utility function was chosen to be

Wi = w1xi + w2
gi (i)


t
i

(7.3)

where xi is set to one if current packet of user i is an ARQ packet (i.e. the last packet

of that user was not received correctly) and zero otherwise. The weights are chosen

to be w1 = 1 and w2 = 0:1. This is to force ARQ packets to get accepted into the

knapsack. Similarly, we could increase the fairness of the system by giving more value

to the packets of users that have not been allowed to transmit anything for a while.

In our simulations, however, we are only interested in the overall throughput of the

system. The function gi limits the value of CIR to the range of CIR-target � 3 dB for

ARQ packets and CIR target + 3dB for others. For example if a user could achieve a

CIR of 5 dB and it did receive a packet in the last frame, then Wi = 0 and it is not

allowed to transmit in the next frame.

We compare our method with a method where each cell is packet with constant

number of randomly chosen packets: 10 out of 50 packets in heavy load case and 40

out of 50 packets in medium load case. The number of packed packets is chosen to

reect to the overload case. We call this method as the over load method (OL) and

our dynamic programming based method as the knapsack method (KS). The numerical

results are obtained by averaging over 30 and 10 independent simulation runs of 10

frames in heavy and medium load cases respectively.

In table 7.1, and �gures 7.1 and 7.2, the throughput statistics of both OL and KS

methods are shown. The results in table 7.1 are normalized by setting the throughput
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Table 7.1: Throughput statistics

algorithm mean std min max mean

kbit/s
user

Heavy load

OL 1.00 0.032 1.93 1.06 1.64

KS 1.75 0.086 1.57 1.96 2.88

Medium load

OL 1.00 0.032 0.95 1.05 3.54

KS 1.21 0.038 1.15 1.27 4.28

Figure 7.1: The histogram of throughput in heavy load case
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Figure 7.2: The histogram of throughput in medium load case

of the OL method to one. In the case of OL method, the power control problem is

infeasible almost all the time, hence the throughput relies heavily on the performance

of the utilized ARQ scheme. On the other hand the KS method is able to ensure

feasibility and ARQ is only needed to repair the damage caused by the fast fading. As

expected, the di�erence between OL and KS is large in the heavy load case in which the

KS method achieves on the average 75% greater throughput. However, in the medium

load case the gain of using KS method is on the average only 21%. From �gure 7.1,

we see that in heavy load case, the KS method favors some of the users (those who

are close to the base station), while the others achieve only small or no throughput

at all. In medium load case (�gure 7.2) the KS method performs more fair. On the

other hand, the OL method seems to be rather fair in both cases, but especially in the

heavy load case, its performance is rather poor.

7.5 Concluding remarks

In this chapter, we proposed a centralized (\bunched") packet scheduling method that

is able to ensure feasibility of the power control problem during the next frame. Gain

compared to random packing was up to 75% depending on load.

Although, in this chapter, the radio resource knapsack method was considered in

the case of single rate system, we claim that the method could be easily extended to

case in which the transmission rates are selected from discrete set of possible rates by

allowing each user to allocate several packets into one frame.

Unfortunately the proposed method is not well suited for distributed operation.

Therefore, in the next chapter, we consider entirely di�erent approach to the problem.



Chapter 8

Combined transmission rate

selection and power control

In this chapter, we examine the combined rate selection and power control problem

described in section 3.3. This problem was �rst addressed in [46] in which two dis-

tributed algorithms were suggested. The �rst one is based on Lagrangian relaxation

technique and the second one, called selective power control (SPC), applies the Gener-

alized DCPC and is therefore of special interest to us.

The major drawback of SPC is that it results in oscillatory CIRs and outage proba-

bility as a function of iterations. To remove this drawback, we revise SPC by combining

it with the active link protection (ALP) [12], [10] and gradual removal (GRR) [6]. We

denote the modi�ed SPC by SPC-ALP. The idea behind SPC-ALP is as follows: ALP

admission scheme is used in the admission of new users into the network and also for

allowing old users to choose higher rates, SPC is then used to control the transmission

rates of the supported users and GRR is to handle the congestion control. SPC-ALP

has the same or slightly higher throughput than SPC. The advantage of SPC-ALP

over SPC is in smoother CIRs and outage curve. This property is important, since the

rapidly varying CIR, caused by the power control dynamics, could increase the number

of erroneously received bits and thus require stronger coding. By decreasing the CIR

oscillation, we can reduce the amount of the coding and thus increase throughput.

In the next section, we will examine SPC. Then in section 8.2, we will extend it

by applying ALP and GRR. Section 8.3 briey discusses the implementation aspects.

Numerical results comparing SPC with SPC-ALP are provided in section 8.4 and �nally

section 8.5 gives concluding remarks.

8.1 SPC

SPC controls the transmission power as follows

pi(n+ 1) = max
j

(

t

ij

i(n)
pi(n)�

 

t

ij

i(n)
pi(n) � �pi

!)
(8.1)
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where �(E) is the indicator function of event E (�(E) = 1 if event E occurs, otherwise

�(E) = 0). SPC can be iterpreted as follows: It is a \recursive" GDCPC in which

~pi(n) of the �rst GDCPC using the maximum target is determined by another GDPC

using smaller CIR target and so forth. Thus, it follows from proposition 6.2 that

Proposition 8.1 (Proposition 2 in [46]). Starting with any power vector within

the range of (3.3), SPC converges to a unique power vector p� (0 � p� � �p) that

supports every active mobile with its maximum rate riK , using the minimal total trans-

mission power, if such p� exists.

The structure of SPC has interesting similarity with the Combined Cell-Site Se-

lection and Power Control [35], and the Integrated Power Control and Base Station

Assignment [92] algorithms. The di�erence between these algorithms and SPC is

that they seek the minimum interference assignment while SPC seeks the maximum.

Unfortunately, when the problem is changed from minimization to maximization the

convergence property can no longer be guaranteed in general case. This is because in

general all the users can not be supported with maximum rate and thereby p� does
not exist. In section 6.3, it was noted that in infeasible case, GDCPC can result in

oscillatory CIRs. Numerical results in [46] indicate that this is the case with SPC.

The actual rate selection function depends on the utilized coding and modulation

techniques. In [46], it was assumed that in�nitely fast adaptive modulation can be

applied so that the transmission rate could be adapted to the received rate. That

is, the transmission rate at time instant n depends on the received CIR at the same

instant:

ri(n) = max
j

�
rij : 

t

ij � i(n)
	

(8.2)

In practice, the above can not be realized. Therefore, we suggest a more conservative

method that is on the line with the power control part:

ri(n+ 1) = max
j

(
rij :


t
ij

i(n)
pi(n) � �pi

)
(8.3)

Depending on the used coding and modulation techniques the oscillatory behaviour

of CIR and outage can be disadvantageous. For example, consider a system in which

the length of data packet is several power control intervals long, power is controlled

using (8.1) and the transmission rate is selected as in (8.3). Since the dynamics of

SPC causes oscillating outage probability, some of the users utilizing nonzero rates are

in outage at some iteration and supported at the next. When the user is in outage,

some blocks of the data packet will be either received erroneously or entirely lost. To

compensate for these errors and erasures, either error correction coding or ARQ has

to be used. Both these methods decrease the maximum achievable data rate of the

system. On the other hand, if the rate would be determined using (8.2) and the data

packets would be only one power control interval long, the oscillating outage would

not constitute any problem. In that case, the oscillating outage could be interpreted

as time sharing of the channel.
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8.2 SPC-ALP

In SPC-ALP, once the user is allowed to transmit, the power control tries to guarantee

at least the minimum transmission rate to that user for the rest of the time. This

means that the CIR of that user should be kept above the CIR target corresponding

to the current rate. If there is any excess capacity, SPC-ALP tries to utilize it in the

best way by dividing it between the active and the possible new users.

In SPC-ALP, each user has three di�erent modes of operation: standard, transition

and passive modes. At iteration n let us denote all the users in the standard mode

by set A(n), all the users in the transition mode by set B(n) and all the users in the

passive mode by set C(n). In what follows we describe each mode and the mode change

conditions, and briey discuss about the convergence of SPC-ALP.

8.2.1 Standard Mode

The system tries to support at least the minimum transmission rate at each iteration

for all the users in the standard mode. In order to support the standard mode users

the DPC-ALP power control scheme [12], [10] is utilized. DPC-ALP can be written as

pi(n+ 1) =

8><
>:

Æ
t
i (n+1)

i(n)
pi(n) i 2 A(n)

Æpi(n) i 2 B(n)

0 i 2 C(n)

(8.4)

where Æ > 1, t
i
(n+1) denotes the target CIR of user i and i(n) denotes the received

CIR value of user i based on the measurements done during the nth iteration. DPC-

ALP guarantees that if a user belongs to set A(n), it will be supported in the future

given that the link gains are constant and there is no upper bound for transmission

powers:

Proposition 8.2 (Proposition 1 in [12]). For any �xed Æ 2 (1;1), we have that

for every n and every A(n)

i(n) � 
t

i (n)) i(n+ 1) � 
t

i (n+ 1) (8.5)

under the DPC-ALP updating algorithm. Therefore,

i 2 A(n)) i 2 A(n+ 1) (8.6)

Remark 8.1. Note that in [12] it is assumed that t
i
(n) is constant. However the above

still holds if t
i
(n+ 1) � 

t
i
(n).
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In practice, we have an upper bound for the transmission power and therefore the

above proposition does not necessarily hold. To remedy this problem, we will apply

the concept of distress signaling [10]. The idea behind distress signaling is that if a

supported user notes that utilizing its current transmission rate ri(n) would cause its

power at the next iteration pi(n + 1) to ful�ll the inequality (8.7), then the network

prohibits all the users in other sets to increase their powers. This procedure guarantees

that the user broadcasting the distress signal will be supported in the future.

pi(n+ 1) =
Æ

t

i
(n)

(n)
pi(n) >

�pi

Æ
m

(8.7)

In above, the parameter m > 1 is to consider the signaling delay of the distress signal.

In practice, broadcasting of the distress signal must be limited to some subset of users

(e.g., all the users assigned to one particular base station) and therefore the absolute

warranty of support cannot be assured.

In order to stay supported in the case of high interference power, a user can de-

crease its transmission rate as long as the rate stays greater than the given minimum

limit. This can be advantageous, since it may happen that the user i is using rela-

tively high power to achieve moderate rates, but if it would decrease its rate then the

other users could use higher rates and the overall throughput might increase. If rate

decreasing is allowed, then the rate used at iteration n+1 by user i, ri(n+1), is chosen

to be the best possible supportable rate r�
i
(n+ 1) given by

r
�
i (n+ 1) = max

j

(
rij :

Æ
t

ij

i(n)
pi(n) � �pi

)
(8.8)

If the interference level is high enough, then r
�
i
(n + 1) does not exist and therefore

we cannot support the user i. If the unsupported user is still allowed to transmit, its

power will saturate to the maximum value.

We suggest that the distress signal is sent only if it seems that the power of a

user already using its minimum rate is drifting towards the maximum value. Under

this strategy, the system divides excess resources fairly between all the users while

guaranteeing the minimum transmission rate to the standard mode users.

It can be advantageous to remove some of the unsupported users, since this de-

creases the interference level in the system. This means that some of the unsupported

users change their mode from standard to passive mode. Since it may happen that

several users meet their maximum power limit simultaneously and if a subgroup of

them became passive, then the rest could be supported. Therefore in order to decrease

the dropping probability, we suggest a stochastic mode change strategy in which the

user makes mode change with a certain probability �A!C . This strategy is similar to

the gradual removal algorithm, GRR-DCPC, suggested in [6]. Of course, some other

removal strategies than GRR-DCPC could be utilized in the mode change condition,

but the gradual removal was chosen because it is simple and known to perform well.

Since we wanted to use the radio resources in the best way, there must exist a

mechanism for increasing the rates of the standard mode users as well. To protect the

other standard mode users, a user wishing to increase its rate is only allowed to do

so if distress signal was not broadcast. If ri(n) < r
�
i
(n+ 1), the user i expects that a

better rate can be achieved and therefore changes its mode to transition mode.
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8.2.2 Transition mode

Transition mode is used by users wishing to increase their transmission rates. They

utilize the power control with limited power-up steps (see Equation (8.4)). This kind

of power control guarantees that the CIR-values are increasing at each iteration and

that the power increase does not harm users in the set A(n) (see also proposition 8.2).

Proposition 8.3 (Proposition 2 in [12]). For any �xed Æ 2 (1;1), we have that

for every n and every B(n)

i(n) � i(n+ 1) (8.9)

In the transition mode the transmission rate to be used in the next iteration

ri(n + 1) is chosen to be the maximum rate that can be supported with the current

power:

ri(n+ 1) = max
j

�
rij : 

t

ij � i(n)
	

(8.10)

In order to prohibit the transmission power of transition mode user from blowing

up, we should have a mechanism to change mode from transition to either standard

or passive mode. We use the following as a decision variable:

r
�
i (n+ 1) = max

j

(
rij :

Æ
t
ij

i(n)
pi(n) � (1� di)�pi + dipi(n)

)
(8.11)

where di = 1 if the distress signal was sent, otherwise di = 0. If di = 1, r�
i
(n + 1)

denotes the maximum rate that the user i can use in standard mode without increasing

its power. Else if di = 0, r�
i
(n + 1) is the best possible rate that user i could achieve

given that interference and link gain gii would be constant. If r�
i
(n + 1) does not

exist, then the user expects not to be supported in the future and changes its mode to

passive. If on the other hand the CIR-target corresponding to the rate r�
i
(n+1) is less

than or equal to the current CIR value i(n), then the user expects to be supported

with its best possible rate in the future and thus have no need to further increase its

power by Æ. Therefore, the user chooses ri(n + 1) = r
�
i
(n + 1) and changes its mode

to standard mode. The CIR-target of that user is chosen to correspond to the rate

r
�
i
(n+ 1).

8.2.3 Passive mode

A new user is initially in the passive mode. In addition, a user that cannot be further

supported becomes a passive user. In the passive mode, users do not transmit, i.e.,

pi(n+ 1) = 0 and ri(n+ 1) = 0.

To become active a user must choose its initial rate and power, and change its

mode to transition mode. The following conservative bound suggested by Bambos in

[10] can be used to determine the initial power p0 in such a way that the propositions

8.2 and 8.3 still hold.

p0 <
Æ � 1

Nmaxgmax

�min (8.12)
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where Nmax is the maximum number of new users that are allowed to power-up simul-

taneously, gmax is the upper bound of the link gain that a user can have, and �min is

the lower bound for the noise power. In practice, however, the initial power should be

chosen to be larger, because using such a small initial power implies that the number of

iterations required to increase the CIR value over even the smallest of targets is going

to be extremely large. The drawback of larger initial values is, of course, that it can

cause some standard mode users to become unsupported. To decrease this probability

new transmissions should only be allowed when the distress signal is not broadcast and

the number of new users should be limited. We suggest that a passive user changes

its mode to the transition mode with certain probability �C!B given that no distress

signal is broadcast.

Clearly, equation (8.11) can not be directly applied for choosing the initial rate.

But, if the link gain of the new user gii and the interference power at the receiver i

would be known, then
pi(n)

i(n)
could be replaced by

P
M
j=1
j 6=i

gij�ij

gii
pj(n) +

�i

gii
in equation

(8.11) and it could be used for determining the initial rate. However, the initial power

is expected to be small and thus the user is initially expected to be unsupported.

Therefore, for the �rst iteration of the new user, it is enough to utilize the minimum

rate.

8.2.4 Convergence

It follows from the above mentioned mode change criterion that the power vector of

SPC-ALP does not generally converge to any �xed point solution. However, the con-

vergence is guaranteed at least in the special case where all the users can be supported

with the maximum rate and CIR margin Æ.

Proposition 8.4. If all the users can be supported with maximum rate and CIR-

margin Æ > 0 simultaneously, SPC-ALP converges to that �xed point solution with

probability 1 starting from any power vector within the range of (3.3).

Proof. Let ~t
i
(n) denote the the CIR target utilized by the nonstationary DCPC at

iteration n. Then if we choose

~ti (n+ 1) =

8>>>><
>>>>:

Æ
t
i
(n+ 1); i 2 A(n+ 1)

Æi(n); i 2 B(n+ 1) and i =2 C(n)
p0PM

j=1
j 6=i

fijpj(n)+ui
; i 2 B(n+ 1) and i 2 C(n)

0; i 2 C(n+ 1)

(8.13)

then the nonstationary DCPC is equivalent to SPC-ALP. Furthermore with suÆciently

small p0, we have ~
t

i
(n) � Æ

t

iK
for all n. Let T DCPC(p(n)) denote DCPC algorithm

with Æt
iK

as CIR-targets, and let T SPC�ALP (p(n); n) denote the SPC-ALP algorithm.

Clearly

T SPC�ALP (p(0); 0) � T DCPC(p(0)) (8.14)
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It follows that,

T SPC�ALP (T SPC�ALP (p(0); 0); 1) � T DCPC(T SPC�ALP (p(0); 0)) (8.15)

� T DCPC(T DCPC(p(0))) (8.16)

and thus

T n

SPC�ALP (p(0); n) � T n

DCPC(p(0)) (8.17)

Since it was assumed that all the users could be supported with the maximum rate

and CIR-margin Æ, it follows that T DCPC is a pseudo-contraction mapping and thus

convergent (proposition 3.10). Therefore, there exits n0 such that for all n > n0 there

does not exist any user that would require more power than �pi. That is, for n > n0

the propositions 8.2 and 8.2 hold.

As n increases, the right hand side of (8.17) decreases and thus the interference

level seen by the users in the transition mode also decreases. Therefore, the target

rate of the users not yet utilizing the maximum rate, given by (8.11), increases. By

proposition 2, those users have increasing CIRs and thus they will eventually achieve

their CIR-targets corresponding to the maximum rate. As n ! 1, all the passive

users will change their mode to the transition mode with probability 1. Eventually all

the users are in standard mode in which their dynamics are described by the �xed-rate

DCPC dynamics. So we can conclude that the SPC-ALP converge to the same �xed

point as the �xed-rate DCPC with probability 1. 2

8.3 Implementation issues

The combined rate selection and power control algorithm described in the previous

section is not directly suitable for practical implementation, because DPC-ALP would

require a large bandwidth for the power control commands. Fortunately, the active

link protection property can be achieved also by utilizing the bang-bang controller:

Proposition 8.5. Propositions 8.2 and 8.3 hold for bang-bang controller with a CIR-

margin of Æ
2
.

Proof. Let D(n + 1) =
�
i : i(n) � Æ

2

t
i
(n+ 1)

	
and let E(n + 1) = fi : i(n) <

Æ
2

t
i
(n+ 1)g. The bang-bang control algorithm with the CIR-margin is given by

pi(n+ 1) =

�
1
Æ
pi(n) i 2 D(n+ 1)

Æpi(n) i 2 E(n+ 1)
(8.18)

First consider a case where i 2 D(n+ 1)

i(n) =
giipi(n)P

M
j=1

j 6=i

gij�ijpj(n) + �i

� 
t

i (n) (8.19)
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Using the bang-bang control algorithm we get

i(n+ 1) =
gii

1
Æ
pi(n)P

j2D(n+1)
j 6=i

gij�ij
1
Æ
pj(n) +

P
j2E(n+1) gij�ijÆpj(n) + �i

(8.20)

i(n+ 1) =
gii

1
Æ2
pi(n)P

j2D(n+1)
j 6=i

gij�ij
1
Æ2
pj(n) +

P
j2E(n+1) gij�ijpj(n) +

1
Æ
�i

(8.21)

i(n+ 1) �
1

Æ
2

giipi(n)P
M
j=1
j 6=i

gij�ijpj(n) + �i

(8.22)

i(n+ 1) �
1

Æ
2
i(n) (8.23)

i(n+ 1) � 
t

i (n) � 
t

i (n+ 1) (8.24)

For i 2 E(n+ 1) we have

i(n+ 1) =
giiÆpi(n)P

M
j2D(n+1)

j 6=i

gij�ij
1
Æ
pj(n) +

P
M

j2E(n+1) gij�ijÆpj(n)�i
(8.25)

i(n+ 1) =
giipi(n)P

M
j2D(n+1)

j 6=i

gij�ij
1
Æ2
pj(n) +

P
M

j2E(n+1) gij�ijpj(n) +
1
Æ
�i

(8.26)

i(n+ 1) >

giipi(n)P
M
j=1
j 6=i

gij�ijpj(n) + �i

= i(n) (8.27)

Thus we can conclude that Propositions 8.2 and 8.3 hold. 2

The only modi�cations required in order to use the rate selection procedure de-

scribed in section 8.2 with B-BPC is that the distress signaling should be decided based

on the B-BPC step instead of DPC step (inequality 8.7). We denote this modi�ed ver-

sion of SPC-ALP by M-SPC-ALP.

The amount of signaling overhead depends on the number of possible rates. For

example, if there are K possible rates, it takes dlog2(K)e (d�e denotes the the ceiling

operator) bits to transmit the rate change command. In addition to the rate selection

information, the distress signaling requires one to two bits. In downlink case, the

distress signal (bit) can be determined by the base station controller and directly be

broadcast to the whole cell. In the uplink case, each mobile has to send its distress

signal individually to the base station which then broadcasts it to the whole cell. If the

transmission rates are small, then relatively large bandwidth is wasted carrying only

control information, but if the rates are high then the fraction of control information

becomes negligible.

8.4 Computational results

The testbed is a CDMA system with 19 omni-bases located in the centers of 19 hexag-

onal cells (�gure 2.1). We consider the uplink of the system in which �ij = 1. Chip
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Figure 8.1: Outage probability under light load ( = �14 dB).

rate is taken to be 1.2288 Mcps and it is assumed that the radio link can support four

data rates, rij = 9:6 � 1
2j�1 kbps (j = 1; 2; 3; 4). At any given instance, a total of 190

mobiles are generated and uniformly distributed over the 19 cells. The base receiver

noise is taken to be 10�12, and the maximum mobile power is set to 1. At each in-

stance, the initial transmission rate and power of each mobile is randomly chosen and

each mobile is connected to the base station that provides the lowest attenuation. The

tuning parameters are taken to be p0 = 10�4, �A!C = �C!B = 0:05 and Æ = 1:05.

The CIR-margin is also utilized in the case of SPC.

We consider the single-code system in which multiple rates are realized by the

variable processing gain that is de�ned as the ratio of chip rate to the user information

bit rate. The required minimum CIR before despreading is assumed to be k
i
=  � 1

2k�1

for each 9:6 � 1
2k�1 kbps. Three values, �14 dB, �10 dB and �6 dB are considered for

, representing light, medium and heavy loads, respectively. The required Eb=Io, bit

energy-to-interference power spectral density, is calculated by adding the processing

gain to the corresponding CIR value (in dB), which is constant, regardless of target

data rates. For example, when  = �14 dB, the required Eb=Io is about 7 dB, which is

actually the uplink target for a 9.6 kbps voice call with BER 10�3 in the IS-95 system

[80]. The model used here is adopted from the variable rate voice calls in the IS-95

system and is the same as used in [46].

The average throughput per mobile, the outage probability and the average trans-

mission power per mobile are used as performance measures. The averages are com-

puted over 190 users in 100 instances. The number of instances is chosen to be small

in order to elaborate the oscillatory behavior of SPC.
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Figure 8.2: Outage probability under medium load ( = �10 dB).
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Figure 8.3: Outage probability under heavy load ( = �6 dB).
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Figure 8.4: Average throughput per mobile under light load ( = �14 dB).
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Figure 8.5: Average throughput per mobile under medium load ( = �10 dB).
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Figure 8.6: Average throughput per mobile under heavy load ( = �6 dB).
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Figure 8.7: Average transmission power per mobile under light load ( = �14

dB).
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Figure 8.8: Average transmission power per mobile under medium load ( = �10

dB).
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Figure 8.9: Average transmission power per mobile under heavy load ( = �6

dB).
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If the CIR value i(n) is greater than or equal to the CIR target t
i
(n) correspond-

ing to the chosen transmission rate ri(n) then it is assumed that mobile i successfully

transmitted ri(n) bits at iteration n. Otherwise it is assumed that all the data trans-

mitted by user i at that iteration is lost. Outage at iteration n is de�ned as fraction

of users that did not get any throughput during the iteration. No CIR-margin is used

in the outage computation, but instead CIR-margins are used in all the algorithms.

The outage probability is shown in �gures 8.1, 8.2 and 8.3. The results indicate

that SPC-ALP outperforms SPC in terms of outage probability. SPC has highly oscil-

lating CIR and thus it alternates the set of users that are supported from iteration to

another resulting in oscillating outage curve while the SPC-ALP gives much smoother

outage as can be seen from the �gures. It is noticeable that in the low load case,

SPC-ALP converges to a �xed point solution while SPC does not necessarily do so.

However, according to proposition 8.1 SPC converges to the �xed point solution if all

the users can be supported with the maximum rate. The reason why SPC does not

always converge in the low load case is that even in the low load case there exists some

combination of user positions in which all the users can not be supported with the

maximum rate. If these cases would be removed from the results, the outage of SPC

would go to zero as the proposition states.

The average throughput per mobile is shown in �gures 8.4, 8.5 and 8.6. In

the medium and maximum load cases, the SPC-ALP gave about 1% and 7% better

throughput than SPC respectively. In the low load case the di�erence is negligible.

The energy consumption in terms of average transmission power of the two algo-

rithms is shown in �gures 8.7, 8.8 and 8.9. SPC utilizes more power than SPC-ALP,

since it assigns CIR target for individual users so that if all the other users would keep

their powers constant, the best possible rate would be achieved for that particular user.

Since all the users utilize the same strategy, CIR targets seem to be much higher than

the targets corresponding to actual transmission rates.

As can be seen from the �gures 8.1, 8.2 and 8.3; compared to SPC-ALP, M-SPC-

ALP has as a smooth outage curve, but the outage probability is higher. This is because

M-SPC-ALP utilizes much higher CIR-margin than SPC and therefore requires more

power as can be seen form �gures 8.7, 8.8 and 8.9. Figures 8.4, 8.5 and 8.6 indicate

that M-SPC-ALP achieves almost the same throughput as SPC.

8.5 Concluding remarks

In this chapter, we studied the combined rate and power control for a cellular radio

system that can support di�erent transmission rates in a single connection. A new

SPC-ALP algorithm based on ALP, SPC and GRR was suggested. Computational

experiments carried on a CDMA system indicate that SPC-ALP achieves the same

or slightly higher throughput than the SPC algorithm . Another property that can

be seen from the numerical results is that SPC alternates the set of users that are

supported from iteration to another resulting in oscillating outage curve while the

SPC-ALP seems to give much smoother outage. The major drawback of SPC-ALP

is that the number of tuning parameters that the network operator has to set in the
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commission phase of the system is rather high.

It seems that the SPC-ALP could be realized by utilizing bang-bang controller in-

stead of the DPC-ALP. This modi�ed SPC-ALP has approximately the same through-

put performance as SPC with smoother CIRs and outage. The drawback of M-SPC-

ALP is its high energy consumption.



Chapter 9

Discussion

9.1 Conclusions

In this thesis, two problems are considered. The �rst one is the �xed-rate CIR based

power control problem and the second one is the combined transmission rate selection

and power control problem.

Our work on power control is parallel to the work of Yates [90], i.e., we suggest

a framework for analyzing and developing power control algorithms. Our framework,

unlike the Yates', establishes analytical means for comparing the convergence speeds

of di�erent algorithms. As a convergence speed measure, we suggest the asymptotic

average rate of convergence that is commonly used in the �eld of numerical linear

algebra [84, 89]. Unfortunately, this measure is not very well suited for nonstationary

algorithms.

In convergence speed analysis, we assume that the system is feasible. That is, we

assume that there exits some admission control scheme that can prevent the system

to become overloaded. Of cause, this assumption is idealistic and does not hold for

practical systems. However, it is needed in order to evaluate the power controller

performance without the e�ects of other radio resource management functions.

Utilizing our framework we develop three new power control algorithms and com-

pare them with DCPC. To justify our choice of reference algorithm, we note that DCPC

has become one of the most widely accepted algorithms by the academic community. It

provides guidelines in designing power control algorithms for practical cellular systems.

DCPC is also used as a building block for connection removal [6, 47], admission control

[7], combined power control and base station assignment [90] and radio network sim-

ulators. We consider two aspects of power control: The e�ect of available information

on convergence speed and the energy eÆciency. The convergence rate of power control

is especially important when propagation and traÆc conditions are changing rapidly.

It is expected that future wireless traÆc will become much more bursty than today's

voice dominated traÆc. With bursty traÆc, slow algorithms will perhaps not even be

able to converge before the data burst ends. To track these changes, the power control

algorithm must converge quickly. It is also expected that the need for low-power de-

90
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sign principles will increase along with the more services available. Improving energy

eÆciency is of interest for both the operators (downlink) as well as for the customers

(uplink). Therefore such design principles include all levels of the system, e.g., network

architecture, circuit design, protocols and resource management algorithms.

The weak point of our framework is that it is only applicable to time independent

(snapshot) analysis. Thus, the resulting algorithms are deterministic in nature. How-

ever, we assume that the deterministic power control algorithms can be adapted to

the statistics of the random radio channel by changing the CIR-targets. This kind of

strategy is considered, e.g., in [5, 17, 69].

It is shown in chapter 4 that the convergence speed can be improved consider-

ably by utilizing both current and previous power values in the computation of power

update command. Computational results indicate that practical version of the algo-

rithm, M-CSOPC, performs considerably better in terms of outage than the bang-bang

controller. The drawback of the algorithm is that the performance of it depends on

one free parameter !. The optimal value of ! depends on the spectral radius of the

H-matrix and is thus generally unknown. To overcome this problem, tuning of ! based

on distribution of �(H) is suggested. In practice, obtaining this distribution can be

diÆcult and some on-line optimization procedure may be needed.

In chapter 5, the problem of how to incorporate known link gain information into

the power control algorithm in order to increase the convergence speed is investigated

and a block power control is suggested. Acceleration of convergence speed is based

on the accurate measurement of link gains and received CIRs in each block. How-

ever, if those measurements were too erroneous, this would a�ect the power control

negatively. To cope with the situation, we have introduced parameters 
 and 	 into

our algorithm. Those parameters will determine the algorithm's key properties such

as distributiveness, robustness and convergence speed. The convergence is shown to

occur even if 
 and 	 are allowed to vary from iteration to another. In addition, we

note that our work opens possibility to have a power control algorithm that is between

the fully distributed and the centralized ones. Therefore, it is especially suited for

\bunched" systems. The major drawback of the block power control algorithm is that

it is not expected to work with one bit quantization and thus relatively large signaling

overhead may be required.

In chapter 6, a generalized DCPC algorithm that consumes less power and supports

more users than DCPC is proposed. The idea is that, when a user requires more

power than is available, the power will be decreased to bene�t other users under

favorable situations. It is shown that our algorithm converges to the �xed point of

a feasible system, supporting every active user. For an infeasible system, convergence

to a �xed point is exempli�ed not to necessarily occur. Finding necessary and suÆcient

conditions for convergence for infeasible systems is still an open issue. In infeasible

case, it can be seen that oscillating powers may cause a rapidly varying CIRs as well.

However, this may not be a major obstacle, since the power control can be combined

with a permanent removal algorithm. The diÆculty with the proposed algorithms is

that infeasibility may not be detected as in DCPC. This raises the question of how to

combine a permanent removal algorithm with the proposed algorithms. We propose

one possible approach by modifying a gradual removal algorithm that was originally
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designed for use with DCPC. We note that, there is a possibility of designing more

sophisticated removal algorithms suitable for our algorithm. The practical applicability

of the concept of temporary removals, which GDCPC can bene�t from, could for

example be non-real time traÆc where the exibility of handling the transmission

attempts is larger.

It is common assumption that transmission rates may take any nonegative real

values. That is, the throughput of a radio channel is a continuous function of the

channel's SIR. However, in practice, the feasible transmission rates are limited to a

small number of discrete values. In the discrete case the problem can be shown to be

NP-complete [46]. Therefore, it is justi�ed to consider heuristic algorithms that do not

perhaps �nd the exact optimal solution, but instead �nd a \good" feasible one.

We start our multirate study by considering the rate management and power

control problems separately. Here, the function of the rate management is beforehand

to decide which users are allowed to transmit in the next frame so that the feasibility is

guaranteed. For this purpose we suggest an algorithm based on the knapsack packing

dynamic programming method. Unfortunately, the suggested knapsack method is not

suited for distributed operation because it requires full knowledge about the link gain

matrix. Thus, it can only be used for \bunched" systems.

Since the the dynamics of the system is dominated by the dynamics of the power

control loop, it is natural to consider other radio resource management functions in

combination with the power control. One such combination is the selective power

control algorithm suggested by Kim, Rosberg and Zander [46]. SPC is based on the

GDCPC and su�ers from the same drawback, namely rapidly varying CIRs. Depend-

ing on the used coding and modulation techniques this oscillating CIR may cause

additional errors to the receiver. To remove this drawback, we combine SPC with

with the active link protection scheme. Computational experiments indicate that the

proposed algorithm achieves the same or slightly higher throughput as the SPC al-

gorithm with smoother CIRs and outage. In addition, SPC-ALP algorithm seems to

be more energy eÆcient than SPC. Practical version of the algorithm utilizing only 1

bit power up/down commands, called M-SPC-ALP, seems to achieve approximately

the same throughput as SPC. The drawback of M-SPC-ALP compared to SPC-ALP

is in higher power consumption. The major drawback of SPC-ALP and M-SPC-ALP

algorithms is the number of tuning parameters that the network operator has to set in

the commission phase of the system. It is rather high and therefore can be diÆcult.

To conclude this thesis: We have considered both �xed-rate and multirate systems

and suggested new algorithms that outperform the existing ones either in convergence

speed, energy eÆciency or in capacity.

9.2 Further studies

In the study of power control algorithm, it was assumed that the link gain matrix was

constant and that the CIR could be measured accurately. The robustness analysis of

the power control algorithms in the case of measurement errors and stochastic link

gains constitute an interesting and challenging research topic.
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The results concerning combined transmission rate selection and power control

problem presented in this thesis were preliminary in nature. More sophisticated anal-

ysis of the problem is needed in order to suggest practical solutions. Here, as well as in

the case �xed-rate power control problem, the estimation errors and stochastic nature

of link gains should be taken into account. Open issues are: What are the general

conditions for the algorithms to converge to a stable state? And, what are the factors

that will a�ect the convergence speed of the algorithms. Most importantly, how much

QoS can be enhanced through combined power control and rate selection?



Appendix A

Derivation of example 5.3

Since A =M�N, from (2.8) and the de�nition of M and N in UBPC, we get

p = (	
H+ I+
(1�
�1	)
H)p+
� (A.1)

Substituting 
kk = I and 	kk = 1 into the above and writing the equation system

row by row, we get

pi = 
t

i (
X
j2Bk
j 6=i

gij

gii

�ijpj +
Ii

gii

); i 2 Bk; (A.2)

where

Ii =
X
j =2Bk

gijpj + �i i 2 Bk (A.3)

is the total noise plus external interference experienced by user i.

Consider �rst the uplink case. Since in our example a block is equal to a cell, all

the receivers are co-located and thus gij = gjj and Ii = Ij for all i; j 2 Bk. Therefore,

by noting that �ij = 1 for all i; j 2 Bk, we can rewrite (A.2) as follows:

giipi =

t
i

1 + 
t

i

(
X
j2Bk

gjjpj + Ii); i 2 Bk (A.4)

Summing (A.4) over i 2 Bk yields

X
i2Bk

giipi =
X
i2Bk

�

t
i

1 + 
t
i

(
X
j2Bk

gjjpj + Ii)
�

(A.5)

From the above, we get

X
i2Bk

giipi =

P
i2Bk


t
i

1+ti
Ii

1�
P

i2Bk
ti

1+ti

(A.6)

Substituting (A.6) into (A.4) and dividing the result by gii yields

pi =

t
i

(1 + 
t
i
)(1�

P
j2Bk

tj

1+tj
)

Ii

gii

(A.7)
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In the downlink case, all the intra-block interference is coming from the same

source and therefore we have gij = gii for all i; j 2 Bk. It was assumed that �ij = � for

all i; j 2 Bk. So, the equation (A.2) becomes

pi = 
t

i(�
X
j2Bk
j 6=i

pj +
Ii

gii

); i 2 Bk (A.8)

By following the same steps as in (35)-(37) but keeping in mind that Ii 6= Ij , we get

pi =

t

i

1 + �
t
i

� �P
j2Bk


t
j

1+�tj

Ij

gjj

1� �

P
j2Bk

tj

1+�t
j

+
Ii

gii

�
; i 2 Bk (A.9)

95



Appendix B

Radio resource knapsack packing

algorithm

Pseudo-code of the packing algorithm

set Kc = ;

for i=1 to N

set Pt;j = Pc;j8j = 1; � � � ;N

while Pt;i 6= ;

set Kt = Kc [ v
�
Pt;i

�

set Pt;i = Pt;inv
�
Pt;i

�

set Ps;j = Pt;j8j = 1; � � � ;N

while I (Kt) 6= ;

set Ks = (Ktnu (Kt)) [ v
�
P
s;I(u(Kt))

�

set P
s;I(u(Kt))

= P
s;I(u(Kt))

nv
�
P
s;I(u(Kt))

�

if W (Ks) < W (Kt)

set Kr = Ktnu (Kt)

if W (Kr) < W (Kt)

set I (Kt) = I (Kt) nu (Kt)

else

set Kt = Kr

if I (u (Kt)) 6= i

P
t;I(u(Kt))

= P
t;I(u(Kt))

[ u (Kt)

end if

else

set Pt;j = Ps;j8j = 1; � � � ; N

set Kt = Ks

end if

end while

if W (Kt) > W (Kc)

set Pc;j = Pt;j8j = 1; � � � ;N

set Kc = Kt

end if

end while

end for

return Kc
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The above routine is executed in every frame after the bu�ers have been updated

(i.e. all retransmission packets have been moved into the original bu�ers, all non-

allocated packets have been put into the bu�er of the closest base station and all new

packets have been put into the bu�er of the closest base station).

In the above algorithm N denotes the total number of base stations. The set Kc

corresponds to current knapsack, Kt, Ks and Kr are the sets of packets corresponding to

trial, swapped and reduced knapsacks respectively (i.e. auxiliary variables). The sets

Pc;i, Pt;i and Ps;i are current, trial and swapped packet bu�ers of the ith base station

respectively. The index I (u (Kt)) denotes the pointer to the base station from which

the packet u (Kt) was originally allocated. Function W (X ) is the utility function

corresponding to the set of packets X . I (X ) denotes the set of infeasible packets

included in the set X . Infeasible packet is a packet whose CIR-value i is below some

CIR-threshold 
t

i
or its contribution Wi to the total utility function is below some

threshold W t

i
. The values of the thresholds can be di�erent for real time and non-real

time packets. The operator v (X ) takes the most valuable packet from the set X and

the operator u (X ) takes the most infeasible packet from the set X . The most infeasible

packet is that packet whose i or contribution to W has decreased most after the last

allocation of packet into the trial knapsack Kt.
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