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ABSTRACT 

 
Recently we have developed an efficient flexible multirate 
signal processing structure with high oversampling ratio 
and adjustable fractional or irrational sampling rate 
conversion factor. One application area is a 
multistandard communication receiver which should be 
adjustable for different symbol rates utilised in different 
systems. The proposed decimation filter consists of 
parallel CIC (cascaded integrator-comb) filters followed 
by a linear interpolation filter. The idea in this paper is to 
use two parallel CIC filters to calculate the two needed 
sample values for linear interpolation. In this paper we 
give a modification of the proposed structure and its 
control logic that enables better image and aliasing 
attenuation. The modification is based on the observation 
of the dependence of behaviour of the control logic on the 
fractional part of the sampling rate conversion factor.  
 
 

1. INTRODUCTION 
 
In multistandard receivers, the hardware should be 
configurable or programmable for the reception of 
different types of signals having different symbol rates. 
After the AD conversion, utilizing commonly the delta-
sigma AD-conversion principle and high oversampling 
ratio, the sampling rate is reduced to be a low integer 
multiple of the symbol rate. In this decimation, the desired 
channel is preserved and other channels and noise are 
attenuated. The problem is that the needed decimation 
factor can be a difficult fractional number or even an 
irrational number and, for instance, FIR filters used for 
integer or fractional decimation cannot be efficiently 
utilized. Another problem is that there can be disturbing 
channels that are much stronger (e.g. 80-100 dB) than the 
desired channel. Therefore, the frequency bands which 
cause aliasing in decimation should have good 
attenuation. In addition to these requirements, the overall 
implementation should be simple because this decimation 
filter is used in the digital front-end of mobile receivers 
where the sampling rate is high [1], [2]. Based on these 
requirements (low complexity and possible irrational 
decimation factor), in [2] we have introduced a 

decimation filter structure which consists of two parallel 
CIC (cascaded integrator-comb) filters followed by linear 
interpolation. As it was shown this structure is easy to 
implement because the CIC filter does not need any 
multiplications and the linear interpolation requires only 
one multiplication. This structure has good anti-aliasing 
and anti-imaging properties.  
 
In the general case, the decimation factor is a very 
difficult non-integer, thus the overall decimation factor is 
expressed as  

 ,ε+== int
out

in R
F

F
R  (1) 

where Fin = 1/Tin and Fout = 1/Tout are the input and output 
sampling frequencies, whereas Rint is the integer part and 
ε  is the decimal part of the overall decimation ratio. In 
[2] we have restricted discussion only for ε ∈ [0,1). 
However, it was shown that sometimes it is better to use 
negative ε  in order to increase aliasing band attenuation 
level. Therefore, in this paper we introduce modifications 
of the structure and control logic proposed in [2], in order 
to use the system for ε∈(−1,0] as well. In that way 
characteristics of the proposed structure are improved, 
especially the worst case aliasing attenuation level. 
 

2. BUILDING UNITS  
 

Cascaded integrator-comb (CIC) filters are commonly 
used for decimation and interpolation by integer ratio 
providing efficient anti-image and anti-alias filtering  [3]. 
These filters have a simple regular structure without 
multipliers. CIC decimation filter (see  [3]) consists of N 
cascaded digital integrator stages operating at high input 
data rate Fin, followed by N cascaded comb or 
differentiator stages operating at low sampling rate Fin / R. 
Its frequency response is given by 

 ( ) ,
)2/sin(

)2/sin(2/)1(

N

RNjj
CIC R

R
eeH 





= −−

ω
ωωω  (2) 

where ω =2πf /Fin is the normalized input frequency. 
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When the decimation factor is an irrational number, the 
filters intended for integer or fractional decimation can 
not be directly used. One solution is to use polynomial-
based interpolation filters. Among them, linear 
interpolation filter has a simple implementation structure, 
only one multiplication is needed [4]. Because 
interpolation is basically a reconstruction problem, 
polynomial-based interpolation can be analysed using the 
hybrid analog/digital model shown in Fig. 1, [4]. In this 
model, the interpolated output samples y(l) are obtained 
by sampling the reconstructed signal ya(t) at the time 
instants t = (nl + µl ) Tin. Here nl is any integer, µl ∈[0,1) is 
the adjustable fractional interval, and Tin is the sampling 
interval of the input signal x(n). 

y(l)x(n)
DAC ha(t)

Resample at
t=(nl +µ l)Tin

ya(t)xs(t)

Fin Fout

 
Fig. 1.  The hybrid analog/digital model for the linear 
interpolation filter. 

For linear interpolation, the impulse response of the 
reconstruction filter ha(t) is a triangular function, and thus, 
its frequency response is given by 
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The digital implementation of the linear interpolation, 
which needs only one multiplication, can be based on the 
following equation: 

 [ ] .)()1()()( llll nxnxnxly µ−++=  (4) 

 
3. PROPOSED STRUCTURE FOR NON-INTEGER 

DECIMATION IN THE CASE OF ε∈(−1,0] 
 
Figure 2 illustrates the proposed structure for the 
decimation filter. The input signal x(n) is divided into 
polyphase components xk(m) for k = 0, 1,· · ·, Rint −1 by 
using delay line and parallel CIC filters. Therefore, the 
sampling rate at the output of the CIC filters is Fin /Rint. 
The final decimation by 1+ε /Rint is done using linear 
interpolation between some of the two signal pairs xk(m) 
and xk⊕1(m), where ⊕ denotes the modulo Rint summation. 
The linear interpolation block in Fig. 2 is shifted by one 
branch according to some condition (to be discussed later 
on). Because of the modulus Rint summation mentioned 
above, the next signal pair for linear interpolation after 
x0(m) and x1(m) is xRint−1(m) and x0(m). The fractional 
interval µl is recalculated for each output sample y(l) for 
l = 0, 1, 2, · · ·. The time interval between samples xk(m) 
and xk⊕1(m) equals to Tin and, thus, the linear interpolation 
is done at the high input sampling frequency Fin. This 
means better image attenuation. The CIC filters attenuate 
the disturbing channels and noise which would cause  

x(n)

Fin

Shift by one

xRint−1(m)

x1(m)

µl

x0(m)

1−z

1−z
LINEAR

INTERP.
CIC

FILTER

CIC
FILTER

CIC
FILTER

Fout

y(l)

Decimation by Rint

Decimation by (Rint+ε)/Rint

 
Fig. 2.  Model of proposed decimation filter.  

aliasing in linear interpolation. In other words, the CIC 
filters and linear interpolation take care of anti-aliasing 
and anti-imaging property, respectively. It should be 
pointed out that the filter structure of Fig. 2 is not the final 
implementation form. All the CIC filter branches are not 
needed and some of the blocks can be shared to make the 
final implementation easier, as will be discussed in 
Section 3. 
 
As an example, Fig. 3 shows the input and output signals 
as well as some of the polyphase signals of the decimation 
filters for the decimation factor of R = 3.9. These 
polyphase signals x0(m) and x1(m) shown in Fig. 3(b) are 
obtained from x(n) using a delay and two parallel CIC 
filters as shown in Fig. 2. Linear interpolation is then 
applied between these two signals to obtain the output 
samples y(l) = y(lTout) for l–1, l, l+1 and l+2. After sample 
y(l+1), the next output sample y(l+2) falls outside the 
interval x0(m) and x1(m). When this occurs, the linear 
interpolation is shifted by one interval (as indicated by an 
arrow in Fig. 2) and the interpolation is done between 
signals xRint−1(m) and x0(m). 

lTout (l+1)Tout (l+2) Tout(l-1)Tout

x(n)

y(l)

x0(m)
(a)

(b)

µ l-1 µ l

x1(m)

xRint−1(m)

lTout (l+1)Tout (l+2) Tout(l-1)Tout

µ l+1 µ l+2

 
Fig. 3.  (a) The input and output samples of the proposed 
decimation filter for R = 3.9. (b) The output samples of 
the two parallel CIC filter branches x0(m) and x1(m).  

3.1. The frequency response of the overall system 
 
The overall frequency response of the decimation filter 

 

2 



 

 

structure in Fig. 2 is a product of the frequency responses 
of the CIC filter and linear interpolation filter. Note that 
the former response is periodical whereas the latter is not. 
The frequency response of the parallel CIC filter stage is 
simply the same as the response of one CIC filter given by 
Eq. (2), where, however, R has to be replaced by Rint. 
Since the linear interpolation is done at the higher input 
rate Fin, its frequency response is given by Eq. (3). 
Consequently, the overall zero-phase frequency response 
of the proposed decimation filter, relative to the input 
sampling frequency, is given by 
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where ω = 2πf /Fin=2πf / (RFout). 
 

4. IMPLEMENTATIONS 
 
The implementation structure in the case of negative , 
given in Fig. 4, is exactly the same as in the case of 
positive ε  that is explained in [2], only the control logic is 
changed. However, here we shortly describe the 
implementation structure for the completeness of the 
paper. In the general case the number of the parallel CIC 
filters B, that is a number of comb filter branches, is given 
with B=2+N, where N is the order of the CIC filter. Two 
branches are used for calculating the output samples and 
the remaining N branches are used for initializing the 
state-variables of the branches needed later. However, the 
number of required comb branches can be reduced to the 
minimum. It is possible to use only B=3 branches in the 
comb section if following condition holds  

 N
1≤ε . (6) 

The integrator stage is shared among the branches. The 
commutators COM1 and COM2 are used to select the 
correct input branch for the B comb sections and for linear 
interpolation, respectively.  
As it was mentioned the control logic algorithm is 
different in the case of negative ε . Using analysis in time 
as in Fig. 3, one can notice that operations for ε ’>0 and 
ε <0 are complementary, where ε ’=1+ε . That means, 
there is shifting performed for the case of ε <0 whenever 
there is no shifting in the case of ε ’>0. Using this 
observation the structure of the algorithm remains the 
same as in [2], however some changes are required. In 
Fig. 5(a) the control logic in the case of negative ε  is 
given. The first step in this algorithm is the initial set up 
of the index value l as well as the fractional interval 

0 = 0 .  The next step is the interpolation which is 
expressed by 

 ( ))(),(,)( 10 mumuIly lµ= , (7) 
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Fig. 4.  Implementation structure for the proposed 
decimation filter. 

where I( )denotes the linear interpolation between the 
samples u0(m) and u1(m) with the fractional interval of l. 
After interpolation, l is incremented by one and the 
fractional interval can be computed by 

 ’1 εµµ ⊕= −ll , (8) 

with the initial condition 0 = 0 ,  note that here we use 
complementary value ε ’ instead of ε  and this is a main 
difference in the algorithm. In Eq. (8) the modulo 
summation indicates that only the decimal part of the 
result is used. According to Eq. (8), the calculation of l 
can be implemented by using an adder with fixed point 
arithmetic. The shifting in the interpolation has to be 
performed whenever there is no overflow while 
calculating l. Therefore, the overflow bit cl of the adder 
can be used as a shifting condition. The shift block in Fig. 
5(a) means that the interpolation is shifted by one branch 
(see Fig. 2). This shifting operation is implemented using 
the commutators COM1 and COM2 as it is shown in Fig. 
5(b). The commutator COM1 has Rint inputs and B 
outputs. The commutator COM2 has B inputs and two 
outputs. In order to describe the function of the 
commutators we use variables for the outputs of the 
commutators. There are B variables for the outputs of 
COM1 denoted by OUTi

1 for i=0,1… B−1 and two 
variables for COM2 denoted by OUTi

2 for i=1 and 2. The 
values of these variables determine what input sample is 
connected to the ith output. The switching algorithm for 
COM1 and COM2 is given in Fig. 5(b). When shifting 
occurs, only one output of COM1, numbered by p, should 
be switched to the another input. Hence, only the value of 
the variable OUTp

1 is changed. In COM2, when shifting 
occurs, both output branches should be switched to the 
another input. This is done because the order of the 
interpolator inputs must be preserved. 
 

5. EXAMPLES 
 
The bands that cause aliasing to the desired band are 
positioned around frequencies that are multiples of Fout. 
However the zeros of CIC filters are at the points which 
are multiples of RFout /Rint. The minimum aliasing 
attenuation occurs at the edge of the first aliased band. 
Figure 6 shows the minimum attenuation of the aliasing  
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l
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No

’1 εµµ += −ll

 
(a) 

(initial set up) 
01

0 =OUT , 11
1 =OUT ; 

for i=2 to B-1 

   iBROUT ntii +−=1 ; 

end 

02
0 =OUT , 12

1 =OUT ; 

p=1; 

(shifting) 
if c l = 0  then  

   )(11 BOUTOUT
intRpp −⊕= ; 

   )1(−⊕= Bpp ; 

   )1(2
0

2
0 −⊕= BOUTOUT ; 

   )1(2
1

2
1 −⊕= BOUTOUT ; 

end. 
 

(b) 

Fig. 5.  (a) The state flow diagram of the control logic. (b) 
Algorithm for switching of COM1 and COM2. Here ⊕ i  
denotes modulo i summation. 

bands in a range of the fractional decimation factor 
ranging from 32 to 34 in the case of the third order CIC 
filter. As it can be seen the minimum attenuation of the 
aliasing bands depends on ε . As ε  increases the 
minimum attenuation reduces, but this is avoided if we use 
positive ε  algorithm when ε <0.5 and negative ε  
algorithm when ε >0.5, as explained above. 
 

6. CONCLUSIONS 
 

Since the whole structure requires only one multiplier and 
since it offers good anti-aliasing and anti-imaging 
properties, the proposed decimation filter is considered as 
power-efficient, relatively simple, and flexible solution for 
non-integer factor decimation in the multistandard radio 
receivers. We have shown that the negative ε  algorithm 
can be implemented to the proposed structure. It was also 
shown that the negative ε  algorithm allows us to use 
reduced number of comb branches in the actual implem- 

32 32.5 33 33.5 34 34.5 35
−90

−85

−80

−75

−70

−65

M
ag

ni
tu

de
 in

 d
B

Decimation rate  R

ε positive
ε negative

 

Fig. 6.  The maximum value of the aliasing bands for 
positive and negative ε  and the third order CIC filter.   

entation, and that means reduction in power consumption 
of the overall structure. Further, better aliasing attenuation 
is achieved using proposed negative ε  algorithm for 
certain range of  and positive �algorithm for other values 
of ε . 
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ABSTRACT

This paper propose a new complex adaptive notch Þl-
ter (ANF) structure based on the Steiglitz-McBride (SM)
method. Recursive least square (RLS) algorithm is applied
to the proposed ANF with optimized stepsize. Simulations
show that RLS-SM ANF converges fast and requires less
computational complexity than the conventional ANF using
recursive prediction error (RPE) algorithm.

1. INTRODUCTION

Adaptive notch Þlters (ANF) are widely used in many signal
processing applications to extract, eliminate or trace narrow-
band or sinusoidal signals embedded in broadband noise [2].
If such signal consists of in-phase and quadrature compo-
nents, a complex coefÞcient ANF must be implemented.
Most of such applications are in radar and communication
systems. An early contribution to ANF algorithms by Ne-
horai [3] imposed constraints on a notch transfer function,
which leads to simple relations between poles and zeros
in adaptive Þlter design. Nehorai also derived the Gauss-
Newton type recursive prediction error (RPE) algorithm [3]
whose structure is shown in Fig. 1. The algorithm adjusts the
Þlter coefÞcients to minimize the cost function � � � � � 
 � � � �
by calculating the gradient recursively. Based on the same
objective function, Pei [4] extended the RPE algorithm to
complex coefÞcient ANF, which converges to a small biased
solution. Cheng [1] derived a new real-valued ANF algo-
rithm using the well-known SM method. ChengÕs idea comes
from the system identiÞcation application by using delayed
signal as the reference signal [7]. In this paper, we extend the
result of [1] and derive complex coefÞcient adaptive notch
Þlter algorithm using SM method. Furthermore, optimized
stepsize is employed in our algorithm. Simulation results
show that the complex SM method converge faster than RPE
algorithms in [4].
The paper is organized as follows. In Section 2, Complex

ANF algorithms using the SM method are derived. Section
3 analyzes the ANF convergence. In Section 4, simulation
results show the improved performance of ANF using SM
method. Finally, Section 6 concludes the paper.

2. SYSTEM MODEL

Consider a measured stationary data � � 
 � which comprises a
known number of complex sinusoids and a white noise � � 
 � ,

� � 
 � � �� � �  "
�

� $ % � ' )
�


 + - � + � � 
 � (1)

where the amplitudes � "
�

� , phases � -
�

� and the frequencies� ) 3 
 � � are unknown constants. � � 
 � is a sequence of i.i.d.
complex random variable with zero mean and variance de-
noted by 7 � . It is known that (1) can be represented by an
ARMA model [6],8 � 9 :  � � � 
 � � 8 � < 9 :  � � � 
 � (2)

where
8 � 9 :  � is a monic polynomial of order > and its

roots are on the unit circle with arguments equal to � )
�

� .
The parameter < ? � B C E � is a pole radius which keeps the
Þlter

8 � 9 :  � G 8 � < 9 :  � stable. Such Þlter is also known as
constrained form notch Þlter.

3. COMPLEX SM ANF ALGORITHMS

The idea of ANF algorithm using the SM method comes from
the system identiÞcation application by using delayed signal
as the reference signal [7]. The resulting block diagram is
depicted in Fig. 2. The function of the delay factor I in the
Þgure is to decorrelate the the preÞlter outputs J � 
 � and K � 
 �
in the upper and lower paths. If the noise is white, I � E
is enough to decorrelate the signals. By letting the structure
to approximate a notch Þlter, the structure shown in Fig. 3 is
obtained.
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N 3 O Q S TN 3 U O Q S T
W X Z � � � � � 
 � � � �

^ _ ` a b _ ` a
c d f

Figure 1: Adaptive notch Þlter with recursive prediction error
algorithm for coefÞcient adjustment

+

•

^ _ ` a
h i k lm n Q S o p Q S q

lm n Q S o p Q S q
s t _ h i l a
f t _ h i l a

w _ ` a
x _ ` a y z _ ` a

Figure 2: Adaptive notch Þlter based on SM method

3.1. Simplified ANF structure

Assuming the broadband signal is stationary, we can move
the delay operation at the lower branch after the preÞlter
shown in Fig. 2, such arrangement can save one preÞlter
block. Larger I can be chosen in other applications when
the noise is colored. Since the resulting transfer function af-
ter the convergence is desired to be a notch Þlter, the follow-
ing equation should be satisÞed:| } ~� � � � E � 9 :  � � � 9 :  �� � � 9 :  � � � 8 � 9 :  �8 � < 9 :  � (3)

This yields the block diagram shown in Fig 4. Therefore the
polynomials

� � � < 9 :  � and � � � 9 :  � in modiÞed Fig. 2 can
be deÞned as� � � 9 :  � � 8 � < 9 :  �� � � 9 :  � � � 8 � < 9 :  � � 8 � 9 :  � � 9 (4)

3.2. Algorithm derivation

The adaptive algorithm can be derived directly
from Fig 4. Let the estimated coefÞcient vector� � :  � � �  C � � C � � � C � � � � � :  where the superscript �
denotes the transpose operation. Using the recursive least
square (RLS) procedure, we derive the detailed algorithm as

+

•

� � � �
h i k �

� � �
x _ ` a � � � � �l�� n Q S o � p Q S q

l�� n Q S o � p Q S q  ¡ t _ ¢ h i l a
£  ¡ t _ ¢ h i l a d  ¡ t _ h i l a ¤ h k

Figure 3: Block diagram of ANF using SM method in adap-
tive line enhancer structure

+

^ _ ` a w _ ` a
x _ ` a y z _ ` a

l�� n Q S o � p Q S q  ¡ t _ ¢ h i l a
£ ¡ _ ¢ h i l a d ¡ _ h i l a ¤ hh i l

Figure 4: Block diagram of modiÞed ANF using SM method

below.

Step1: PreÞlter J � 
 � � E¦8 � :  � < 9 :  � � � 
 � (5)

where
¦8 � :  � < 9 :  � � E + � © ª � :  < 9 :  + � ©� ª � :  < � 9 : � + � � � +� ©� ª � :  < � 9 : �

. Rearranging the input-output, we obtain,J � 
 � � � � 
 � � � � :  ® � (6)

where the superscript ¯ denotes conjugate transpose, and® � � � < J � 
 � E � C < � J � 
 � ² � C � � � C < � J � 
 � > � � � . Since
the preÞlter output for lower branch K � 
 � � J � 
 � E � is a
delayed version of J � 
 � , one preÞlter can be saved.

Step 2: Output expression
The output can also be arranged in vector form,� � 
 � � J � 
 � ¦8 � � 9 :  � � K � 
 + E � � ¦8 � � < 9 :  � � ¦8 � � 9 :  � �� J � 
 � � � � :  ¸ � 
 � (7)

where ¸ � 
 � � � -  � 
 � C - � � 
 � C � � � C - � � 
 � � � and - � � 
 � �� < � J � 
 � X � + � < � � E � K � 
 � X + E � .
Step 3: Covariance matrix update¼ � 
 + E � � E¾ � 
 � ¿ ¼ � 
 � � ¼ � 
 � ¸ � 
 � ¸  � 
 � ¼ � 
 �Á Â n ÃÄ Â n Ã + ¸  � 
 � ¼ � 
 � ¸ � 
 � Å (8)
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Figure 5: The output MSE when estimating 1 sinusoid

where
¾ � 
 � � E � Æ � 
 � is the forgetting factor in the RLS

algorithm.

Step 4: Estimation parameter update
� � 
 + E � � � � 
 � + Æ � 
 � ¼ � Ç  ¸ � 
 � � � 
 � © (9)

The algorithm is in the RLS form. The differences between
the RPE algorithm and our RLS algorithm using the SM
methods are on the choice of regression vector ¸ � 
 � and
error � � 
 � . A better choice of these parameters can lead to
faster convergence and less excess mean square error (MSE)
at the output.

4. CONVERGENCE CONSIDERATIONS

In both RPE and RLS-SM algorithms, the convergence speed
and the excess MSE depends on two parameters: the pole
radius < and the stepsize Æ .

4.1. Time-varying <
In most of the ANF algorithms the pole radius is a time-
varying function [4, 1]. The reason is that < determines the
bandwidth of the notches. Practically, if no a priori informa-
tion is available on the input sinusoid, when the notches are
too narrow, the algorithm may not converge. On the other
hand, a larger pole radius ( < È E ) will lead to less excess
MSE after convergence. Therefore an exponential function
is often used for < È E by letting < grow from an initial
value < � E � to the desired value < � Ì � according to

< � 
 + E � � < Î < � 
 � + � E � < Î � < � Ì � (10)

where < Î determines the rate of change in < � 
 � .
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Figure 6: the output MSE when estimating 3 sinusoids(Þxed
Æ and < for RPE)

4.2. Optimal Æ for SM method

In the algorithms derived by Pei [4] and Cheng [1], the step-
size is treated in the same way as < , which approaches ex-
ponentially the predeÞned value. Withouta priori knowledge
of the input, the choice of Æ is usually a difÞcult task. In
this paper, we apply the optimal stepsize derived in [5] for
IIR Þlters using the SM method. An optimal stepsize puts
a proper weight on the new incoming data at each updating
step, which will lead to the maximal reduction of MSE, thus
speeding up the convergence. The optimal Æ has the form

Æ � 
 � � ÐE + Ñ � 
 � (11)

where B Ò Ð Ò E is a reduction factor which is related to the
Þlter order and Ñ � 
 � � ¸  � 
 � ¼ � 
 � ¸ � 
 � . Note that Ñ � 
 �
is an intermediate result of (8), so that Þnding the optimal
convergence factor does not increase the complexity of the
algorithm.

5. SIMULATIONS

We apply the proposed complex RLS-SM ANF and RPE al-
gorithm to suppress sinusoid in white noise. In all the follow-
ing experiments, The pole radius is time-varying according to
(10), where < Î � B Ô Õ Õ , < � E � � B Ô Ö and < � Ì � � B Ô Õ Õ × . We
use optimal stepsize derived in (11) for RLS-SM algorithms,
whereas the optimal stepsize is used in RPE algorithm. The
input signal is modelled as in (1). The sinusoid and white
noise are chosen such that the noise is ² B dB below the si-
nusoidal level. The output signal is normalized with respect
to the white noise power, in other words, B dB output is the
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Figure 7: The output MSE when estimating 5 sinusoids using
RLS-SM algorithm

best suppression result that we can achieve. The simulation
results are averaged over E B B independent runs.

5.1. The first-order notch filter

There is one complex sinusoid signals embedded in white
noise, whose frequency is )  � B Ô B E × . The Þlter output
MSE is shown in Fig. 5. It can be seen that using RLS-SM
algorithm leads to the optimal solutions in ca.15 iterations,
whereas the RPE algorithm requires ca.40 iterations to con-
verge.

5.2. The third-order notch filter

This experiment is for the case of three sinusoids where their
frequencies are )  � B Ô E , )

�
� B Ô ² and ) Ú � B Ô Ü . In this

case, RPE algorithm with time-varying pole radius can not
converge, therefore < is set Þxed at B Ô Ý . As can be seen in
Fig. 6, the RLS-SM algorithm works very well, whereas the
RPE algorithm converges much more slowly and generates
higher excess MSE.

5.3. Estimation of 5 sinusoids using RLS-SM algorithm

This is an extreme case that there are × sinusoids exist. where
their frequencies are )  � B Ô E , )

�
� B Ô ² , ) Ú � B Ô ² × ,

) ß � B Ô á and ) â � B Ô Ü respectively. Since this is a difÞ-
cult situation for ANF to converge, we loose the criteria on
extra MSE and let < � Ì � � B Ô Õ × . As can be seen in Fig. 7,
the algorithm converges in ca. 400 iterations, whereas RPE
algorithm fails to converge within 1024 iterations, even when
the optimal stepsize is utilized.

6. CONCLUSION

In this paper, the ANF using SM method proposed by
Cheng [1] is extended to the complex-coefÞcient case. We
propose a simpliÞed structure by relocating the delay el-
ements on one branch of the Þlter assuming the broad-
band process is white and stationary. Simulations show
that the RLS-SM algorithm converges faster than RPE algo-
rithm when suppressing sinusoid embedded in white Gaus-
sian noises. Our algorithm is more robust compared with the
RPE algorithm since it can deal with up to 5 sinusoids. Fur-
thermore, optimized stepsize developed in [5] for RLS-SM
algorithms is also employed to speed up the convergence.
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ABSTRACT

The concept of atness is here introduced for dynamic

discrete-time systems analogously to the atness of

continuous-time systems. This concept gives a way

for open-loop as well as closed-loop control design for

dynamic systems when the goal is to drive the sys-

tem from one steady-state to another. The successive

derivatives of the so-called at output and the control

of a continuous-time system are substituted by their

backward shifts in discrete approach. Some atness

based properties are preliminarily studied via a lin-

ear example. Relations to dead-beat control are also

pointed out

1. INTRODUCTION

In many dynamical control and signal processing sys-

tems an intermediate goal is to drive the output of

a system from one steady-state to another as quickly

as possible. The recently coined and studied concept

of atness of nonlinear as well as linear di�erential

equations and systems points out a way for straight-

forward open-loop control design. Di�erential atness

has been developed in the works of Michel Fliess and

his co-workers in France, see, e.g., [7], [8], [10], [12].

It has its origin in the beginning of 1900s in the

studies of Elie Cartan on underdetemined di�eren-

tial systems, i.e. on the sets of di�erential equations

(without control) having a lesser number of equations

than variables. Flatness issues have also been studied

from another viewpoint by utilizing di�erential forms

and exterior algebras, c.f. Murray and co-workers in

[20], and [21], again originating in the work of Cartan.

If the di�erential system is at, its input and state

can be expressed as functions of another variable,

called a at output, and of a �nite number of its time

derivatives, and vice versa this another variable can

be respresented as a function of the state and control

and of devivatives of the control. Then, for control

design, starting from a desired at output, one can

construct the actual state (and output) and the open-

loop control, which produces the output. This can

be done easily just by di�erentiating suÆciently many

times the at output and by using the known, system

dependent functions, see some design examples in [11].

De�nition (Di�erential atness) [10]. Consider a

nonlinear ordinary di�erential system

dx

dt
= f(x; u); x(t) 2 Rn ; u(t) 2 Rm (1)

where x and u denote the state and the control of the

system, respectively. If there exist algebraic functions

A, B, and C and �nite integers �, �, and  such that

for any (suÆciently di�erentiable) pair (x; u) satisfy-

ing the dynamics (1) there exists a vector-valued suÆ-

ciently di�erentiable function z (z(t) 2 Rm ) satisfying

x = A(z; _z; : : : ; z(�)) (2)

u = B(z; _z; : : : ; z(�))

z = C(x; u; _u : : : ; u())

then the system (1) is called di�erentially at and the

variable z is called a at, or linearizing output.

Remark. It has to be noted that the atness concept

actually does not include the output, say y, at all.

Then, in fact, the inclusion of the output equation

for the considerations is, in principle, unnecessary.

However, in any practical control problem there is an

output to be controlled.

In this paper the discrete-time atness is introduced

according to Fliess & Marquez [13], which is based

on the original study of Fliess [6]. Here it is demon-

strated that minimal linear state-variable representa-

tions describe at systems. A scalar example is given

to illustrate open-loop control design based on at-

ness. Corresponding feedback control and nonlinear

problems are discussed, too.

2. DIFFERENCE FLATNESS

There are two possibilities to extend the concept of

atness to discrete-time systems by using a de�nition

analogous to that of di�erential atness. The deriva-

tives can be substituted by forward shifts or backward
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shifts, i.e. the term, say, z(t+ i) = q
i
z(t) substitutes

the derivative
diz(t)
dti

or z(t � i) = q
�i
z(t) substitutes

diz(t)
dti

. Forward shifts were discussed, however, with-

out further explicit constructions in Aranda-Bricaire

et al. [1], p. 2016. Here we apply the following back-

ward shift de�nition.

De�nition (Di�erence atness). Consider a non-

linear ordinary di�erence system

x(t+ 1) = f(x(t); u(t)); x(t) 2 R
n
; u(t) 2 R

m
(3)

If there exist algebraic functions A, B, and C and �nite

integers �, �, and  such that for any pair (x; u) sat-

isfying the dynamics (3) there exists a vector-valued

function z (z(t) 2 R
m
) satisfying

x = A(z; q
�1
z : : : ; q

��
z) (4)

u = B(z; q
�1
z; : : : ; q

��
z)

z = C(x; u; q
�1
u; : : : ; q

�
u)

then the system (3) is called di�erencely at and the

variable z is called a at, or linearizing output.

2.1. Flatness in Linear SISO-Systems

Here we study a class of linear single-input - single-

output (SISO) systems, which are controllable and ob-

servable, and which have the polynomial representa-

tion of the form (an 6= 0)

A(q
�1

)y(t) = B(q
�1

)u(t) (5)

A(q
�1

) = 1 + a1q
�1

+ a2q
�2

+ : : : + anq
�n

B(q
�1

) = b1q
�1

+ b2q
�2

+ : : : + bnq
�n

Theorem 1. Linear di�erence systems of the form

(5), where A(q
�1

) and B(q
�1

) are coprime, are di�er-

encely at when represented in the controllable and

observable form

x(t + 1) = Fx(t) +Gu(t) (6)

y(t) = Cx(t): (7)

A at output is de�ned, see [13], by

z(t) = S(q
�1

)y(t) +R(q
�1

)u(t): (8)

where S and R satisfy, due to coprimeness of A and

B, Bezout's equation

R(q
�1

)A(q
�1

) + S(q
�1

)B(q
�1

) = 1: (9)

Furthermore, the at output gives

u(t) = A(q
�1

)z(t) (10)

y(t) = B(q
�1

)z(t) (11)

The proof is omitted.

Remark. For a practical trajectory design the input-

output description with its atness de�ning equations

(8)-(11) are a feasible way to proceed instead of using

the state variable representation.

3. FLATNESS IN LINEAR

MULTIVARIABLE SYSTEMS

Controllable and observable linear multivariable sys-

tems has two equivalent polynomial matrix fraction

representations, see [5], p. 599. The left coprime frac-

tion representation resembles the representation of a

SISO system. The input-output system having the

control u(t) 2 R
m
, and the output y(t) 2 R

k
has a

representation of the form

A(q
�1

)y(t) = B(q
�1

)u(t)

For the present author this representation did not

open the way for atness.

The right coprime fraction representation of the sys-

tem transfer matrix is of the form (Dn 6= 0)

T (q
�1

) = N(q
�1

)[D(q
�1

)]
�1

(12)

D(q
�1

) = I +D1q
�1

+ : : : +Dnq
�n

(13)

N(q
�1

) = N1q
�1

+N2q
�2

+ : : : +Nnq
�n

(14)

where the matrix coeÆcients areDi 2 R
m�m

andNi 2

R
k�m

. In other words the shift polynomial matrices

are D(q
�1

) 2 R(q
�1

)
m�m

and N(q
�1

) 2 R(q
�1

)
k�m

.

This representation gives an obvious way to de�ne a

candidate for a at output (z(t) 2 R
m
).

z(t) = S(q
�1

)y(t) +R(q
�1

)u(t): (15)

where S and R satisfy, due to coprimeness of A and

B, Bezout's matrix equation

R(q
�1

)
| {z }

m�m

D(q
�1

)
| {z }

m�m

+S(q
�1

)
| {z }

m�k

N(q
�1

)
| {z }

k�m

= Im�m; (16)

where the new shift polynomial matrices are R(q
�1

) 2

R(q
�1

)
m�m

and S(q
�1

) 2 R(q
�1

)
m�k

. Without going

into details it can be shown, by keeping in mind the

matrix nature of the polynomial matrices, that

u(t) = D(q
�1

)z(t) (17)

y(t) = N(q
�1

)z(t): (18)

Consequently, the equations (15), (17), and (18) can

be used for the trajectory design for the output y by

starting from a feasibly chosen at output z.

It seems to be the case that a proper rational transfer

matrix having an irreducible right coprime fraction

representation (12) is di�erencely at. So, we present

the following result in the form of a conjecture, be-

cause all the details have not yet been veri�ed.
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Conjecture. The multivariable input-output system

presented in an irreducible right coprime fraction form

y(t) = N(q�1)D(q�1)�1u(t) (19)

is di�erencely at when represented in a nonreducible

(minimal) observable and controllable state variable

form
x(t + 1) = Fx(t) +Gu(t) (20)

y(t) = Cx(t) (21)

Outline of Proof. The equation (17) is clear. From

the equation (15) the output y and its delayed val-

ues can be eliminated by using the time-reversed state

equation. This results in the desired form

z(t) = V x(t) +W (q�1)u(t); (22)

where V 2 R
m�n , x(t) 2 R

n , and W (q�1) 2

R(q�1 )m�m. It seems that the idea of constructing

for each row Ti(q
�1), corresponding to each output yi,

of the transfer matrix

T (q�1) =

2
6664

T1(q
�1)

T2(q
�1)

...

Tk(q
�1)

3
7775

a state variable representation, with appropriate sub-

system matrices Fi, Gi, and Ci, of the form

x
i(t+ 1) = Fix

i(t) +Giu(t)

yi(t) = Cix
i(t)

according to Chen [5], p. 265, is fruitful. Then along

the same lines as in the SISO case one could construct

for the state components xi
j
(t) representations of the

form
x
i

j
(t) = �i

j
(q�1)z(t):

which then form a long vector related to the at out-

put z by
x(t) = �(q�1)z(t):

4. NONLINEAR SYSTEMS

Local equivalence of a nonlinear system with a linear

one has in continuous-time framework studied by us-

ing a so-called Brunowsk�y canonical form. It is simply

a set of subsequent integrators driven by a single in-

put. The number of the integrator sets is equal to the

dimension of the control. The numbers of the integra-

tors in each chain are so-called controllability indices,

c.f. Chen [5], p. 190. In discrete-time systems the

canonical form corresponding to the Brunowsk�y one

is called a prime system. It is a set of forward shift

lines, each of which is driven by a separate input, see

Aranda-Bricaire et al. [2], [3], & Marino et al. [17].

Consequently, the numbers of the forward shifts are

the controllability indices, too.

Discrete-time systems are obtained via sampling of

a correspondind continuous-time ones with the goal

of obtaining a discrete model amenable for numerical

calculations. Then the zeros of the sampled system

may cause problems in control design. Inclusion of

sampled systems to a general framework of discrete-

time systems has in this respect studied in Monaco

& Normand-Cyrot [18], [19]. Feedback linearisation

was studied in [14]. On the other hand, open-loop

control design based on atness avoids these nonmin-

imum phase problems. A comprehensive framework

for studying nonlinear discrete-time systems was de-

veloped by Grizzle [15].

Theorems including linearizability via static di�eo-

morphisms or via state feedback are all valid for

demonstrating the atness of the original nonlinear

system. Quite generally, without presenting detailed

conditions or giving a proof, it can be stated the fol-

lowing.

Theorem. If the nonlinear discrete-time system

x(t+ 1) = f(x(t); u(t)) (23)

is linearizable to a controllable linear system

�x(t+ 1) = F �x(t) +Gv(t)

via (suÆciently di�erentiable) transformations (c.f.

Jakubczyk [16])

�x = �(x); u = k(x; v)

i.e. via the di�eomorphism � and the state feedback

k then the system (23) is di�erencely at.

5. EXAMPLE

A scalar discrete-time second order system

y(t) + a1y(t� 1) + a2y(t� 2) = (24)

b1u(t� 1) + b2u(t� 2)

is studied. Application of the polynomials A(q�1) =

1+ a1q
�1 + a2q

�2 and B(q�1) = b1q
�1+ b2q

�2 in the

Bezouz's identity gives the �rst order polynomials

R(q�1) = r0 + r1q
�1; S(q�1) = s0 + s1q

�1

The explicit atness equations between the variables

are then

z(t) = s0y(t) + s1y(t� 1) + r0u(t) + r1u(t� 1)

u(t) = z(t) + a1z(t� 1) + a2z(t� 2) (25)

y(t) = b1z(t� 1) + b2z(t� 2)

If the goal now is to drive the output y from 0 to

�y (6= 0) as quickly as possible by suitably manipulat-

ing the control variable u, we have a dead-beat control

problem. It can be shown that the minimal number
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of time steps required Nmin = degB�(q) + 1, where

deg denotes the degree of the reciprocal polynomial

B�(q) = qdegAB(q�1). In the model (24) Nmin = 2.

The design starts by choosing a step change for the

at output z:

z(t) =

�
0; t � 0

�z; 1 � t

The the input obtained form (25)8>><
>>:

u(0) = 0

u(1) = �z

u(2) = (1 + a1)�z

u(t) = (1 + a1 + a2)�z; t = 3; 4; : : :

produces the dead-beat output, i.e.8<
:

y(1) = 0

y(2) = b1�z

y(t) = �y = (b1 + b2)�z; t = 3; 4; : : :

If we want a smoother transfer of the output y from 0

to �y then a gradual change of the at output z form

0 to �z can be applied via some intermediate values

0; �z1; �z2; : : : ; �zn giving the corresponding smoother

control and output.

6. CONCLUDING REMARKS

The concept of atness in discrete-time systems facili-

tates control design for dynamic systems via so-called

at output variables. A typical problem encountered

in traditional control design is the non-minimum phase

problem. Then controlled systems may become unsta-

ble. Design via atness is independent of this property.

On the other hand direct design gives the control only

in open-loop mode. A conversion to practical closed-

loop mode can be carried out via the atness relations

(8)-(11), c.f. [13]. Then the atness-based control

can be applied also under model uncertainties. Mul-

tivariable extensions work analogously to the example

above. A corresponding nonlinear scalar study was

reported in [4].
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ABSTRACT 
 
In this paper, polynomial-predictive FIR (PPF) design is 
reviewed. Step-by-step instructions are given starting 
from the signal model, up to designing ideal fixed-point 
PPFs. This paper is a one-stop starting point for immedi-
ate application of PPFs. Also, a literature review is given, 
including examples of analogously designable filter types. 
 
 

1. INTRODUCTION 
 
Most real world signals exhibit smooth behavior, if ade-
quately sampled, and the achieved noise level is suffi-
ciently low. With smooth signals, piecewise polynomial 
signal model can be employed. Polynomial signals offer 
themselves for efficient prediction with polynomial-pre-
dictive FIRs (PPFs) [1]. PPFs, and their more sophisti-
cated augmented versions, find applications in control 
field, for example, where they can be advantageously ap-
plied in fighting control loop delay. 
 
Derivation of PPFs is reviewed in Section 2, and design-
ing for exact polynomial prediction in fixed-point envi-
ronments in Section 3. Magnitude response shaping feed-
back design is reviewed in Section 4. A literature review 
is given in Section 5, and Section 6 concludes the paper. 
 

2. POLYNOMIAL-PREDICTIVE FIR DESIGN 
 
The goal of PPF design [1] is to design such FIR coeffi-
cients h(k), k = 1, 2, ..., m, where m is FIR length, that a 
piecewise polynomial input signal is exactly predicted. 
Thereafter, noise gain (1) of the FIR is minimized. 
 

 ( )∑
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=
m

k
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2  (1) 

 
2.1. Derivation of Constraints for FIR Coefficients 
 
Here, constraints on the filters coefficients are derived for 
(p+1)-steps-ahead PPFs (e.g. p = 1 yields two-steps-ahead 
prediction). With the latest input sample taken at time n–
1, prediction of an input signal x(n) is generally given by 
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Polynomial signal model yields constraints on the PPF 
coefficients for each polynomial degree i up to the maxi-
mum input polynomial degree I. 
 
0th degree constraint: Prediction of a constant signal 
x(n) = c yields the constant c itself, and constraint g0 as 
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1st degree constraint: prediction of a ramp signal 
x(n) = an with a slope a, is given by 
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which, with (4), yields the 1st degree constraint g1 as 
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2nd degree constraint: prediction of a parabola x(n) = an2 
is given by 
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With (4) and (9), (13) yields the 2nd degree constraint g2. 
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In [1], the constraint for one-step-ahead prediction p = 0 
of an Ith degree polynomial input signal is given as 
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2.2. Derivation of FIR Coefficients from Their 
Constraints 
 
To obtain closed form presentations for the filter coeffi-
cients from the constraints, method of Lagrange multipli-
ers [2][1] may be applied. The objective is to minimize a 
function of the filter coefficients and Lagrange multipliers 
λi, i = 1, 2, ..., I, given by 
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Function (16) includes the noise gain (1), and the con-
straints gi, i = 1, 2, ..., I. (16) is minimized when its partial 
derivatives with respect to the filter coefficients and La-
grange multipliers are zero. For example, for the second 
degree PPFs (I = 2), 
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Next, the partial derivatives are calculated and set to zero: 
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The system (18)–(21) is solved by first solving h(k) from 
(18), inserting h(k) into (19)–(21) and solving for λ0, λ1, 
and λ2, which are substituted back into (18), yielding the 
filter coefficients h(k). Mathematica code for solving this 
system of equations is given in Fig. 1, along with the re-
sulting closed form expression for I = 2 PPF coefficients 
for any p, and the coefficient values for p = 1, m = 10. 
Three lowest degree p = 0 PPFs are given below [1]. 
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In (22)–(24), k = 1, 2, ..., m. In Fig. 2, exemplary PPF 
magnitude responses and group delays are shown. Also 
generally, passband peak is suppressed and the passband 
width gets narrower as PPF length increases or polyno-
mial degree decreases. Prediction band, i.e., frequency 
range with group delay sufficiently close (depends on the 
application) to –p–1, gets narrower with increased PPF 
length or polynomial degree.  
 

3. FIXED-POINT PPF DESIGN 
 
Requirement for exact polynomial prediction in fixed-
point environments is that the fixed-point PPF (FPPPF) 
coefficients hq(k) must exactly satisfy the constraints (4),  
(9), (14), and up to the constraint for degree I [3]. At sim-
plest, FPPPF design can be an exhaustive search [4] over 
a limited region of a quantized coefficient space H, to find 
quantized coefficients hq(k) ∈ H, k = 1, 2, ..., m, which 
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Fig. 1. Solving the system of equations (18)–(21) with 
Mathematica. Also calculated are the values of the p = 1, 
m = 10, PPF coefficients. Notation: hk = h(k), λi = λ(i). 
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Fig. 2. Frequency responses (a) and group delays (b) of 
exemplary PPFs: I = 1, p = 0: m = 20 (dotted) and m = 50 
(solid); I = 2, p = 0: m = 20 (dashed) and m = 50 (dash-
dot). In (b), also the group delay of the PPF calculated in 
Fig. 1 (dark dotted). 
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fulfill the constraints. An example of a search region 
spawning two quantization levels above and below the 
exact coefficients h(k), given by (24), is seen in Fig. 3. 
 
After finding all the sets of hq(k) ∈ H, k = 1, 2, ..., m, 
which exactly satisfy our constraints within the search re-
gion, the set that minimizes the noise gain (1) is selected 
as the ideally quantized coefficient PPF. One such set of 
coefficients is seen in Fig. 3. Though the ideally quan-
tized coefficient PPFs make no assumptions of global 
noise gain minimization, their noise gain losses are negli-
gible when compared with the noise gains of the corre-
sponding non-quantized coefficient PPFs [3]. 
 

4. MAGNITUDE RESPONSE SHAPING 
 
Magnitude responses of PPFs exhibit high inherent pass-
band peaks, which is a drawback in most applications. By 
augmenting PPFs with appropriate feedbacks [5], PPF 
magnitude responses can be shaped without affecting the 
predictive properties. An augmented PPF of length m = 2 
is illustrated in Fig. 4. This feedback has smoothing func-
tion, since the leftmost summation point yields a weighted 
sum of an input sample and its prediction, like also the 
second summation point within the delayline, as seen 
from Fig. 4. Thus, the feedback does not affect the pre-
dictive properties of the PPF. Conditions for the feedback 
to exactly preserve the predictive properties of the basis 
PPF are only that {b(k), 1 – b(k)} ∈ H, k = 1, 2, ..., m, i.e., 
the feedback coefficients belong to the same quantized 
coefficient space H as the PPF coefficients h(k) [3]. 
 
In Fig. 5, magnitude response and group delay of the 
shortest I = 1, p = 0, PPF (23), m = 2, is shown along with 
two augmented PPFs with the same basis PPF [3]. Using 
feedbacks, passband peak is clearly reduced. All filters in 
Fig. 5 are coefficient quantization error free with eight bit 
coefficients, i.e., they fulfill all the required constraints. 
 

5. LITERATURE REVIEW 
 
PPFs were derived by Heinonen and Neuvo in [1], where 
the case p = 0 is presented. Derivation of PPFs with any p 
is given in the appendix of [6], and in [7], least squares 
formulation of PPF design for any p and I is given in a 
matrix form suitable for numerical calculations. In [7], as-
ymptotic noise gain of PPFs is also derived. In [8], a com-
putationally efficient structure for implementing PPFs is 
given; complexity does not depend on the PPF length but 
only on I. In [9], PPFs [1] were formulated for complex-
valued signals. Derivation and an example of an interpo-
lated FIR approach to PPFs, resulting in lower complex-
ity, is presented in [10]. To suppress passband peaks of 
PPFs, a prefiltering approach was proposed in [11]. 
Thereafter, PPF feedback augmentation design is given in 
[5]. In [5], examples are given on a modified first-degree 
PPF filter with a notch for power line frequency suppres-
sion, and on predictor-estimator cascade design providing 
for better stopband attenuation. Feedback augmentation is 
also presented in [12]. Finite coefficient word length is 
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Fig. 3. A search band (between solid lines) for quantized 
coefficients of the I = 2, p = 0, m = 8, PPF with 8-bit coef-
ficient precision. Circles ‘o’ denote the magnitude trun-
cated, and plusses ‘+’ the ideally quantized coefficients. 
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Fig. 4. Feedback augmented PPF of length m = 2. Hat de-
notes predictive estimate. 
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Fig. 5. Magnitude responses (a) and group delays (b) of 
augmented coefficient quantization error free I = 1, p = 0, 
m = 2 PPFs with the feedback coefficients {b(1), b(2)} 
= {0.6875, –0.9375} (dark dotted) and {b(1), b(2)} 
= {0.9375, –0.9375} (solid), along with their basis PPF 
{h(1), h(2)} = {2  –1} (dashed). 
 
the topic of [13][14]. PPF feedback coefficients are opti-
mized using a genetic algorithm in [15], and rigorously in 
[16]. Design of exact fixed-point PPF implementations is 
presented in [4] (also for predictive polynomial differenti-
ator FIRs), along with integer programming interpretation 
of the design method. Conditions for exact fixed-point 
implementations of predictive polynomial differentiator 
FIRs, and of their feedback augmentations, are given in 
[3], where also a quantization error feedback approach for 
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roundoff noise alleviation is proposed. PPFs are also the 
topic of [17]. Polynomial predictive filtering in control 
instrumentation is reviewed in [18] with several predictor 
structures. Matlab packages for PPF and augmented PPF 
design are available at [19] (note on the nomenclature: in 
[19] PPFs are referred to as Heinonen-Neuvo (H-N) fil-
ters, and augmentation can be done with the “FIR2IIR” 
designer). 
 
Predictive polynomial differentiator FIRs (PPDFs) are de-
rived analogously to PPFs; PPDFs for I = 1 are derived in 
[20], and for I = 2 in [21]; in them, also efficient recursive 
implementations are given. PPDFs get their feedback 
augmentations in [22]. PPDFs are also discussed in [23], 
and their coefficient quantization sensitivity is illustrated 
in [24]. PPDFs for angular acceleration measurement are 
reviewed in [25]. 
 
Sinusoidal predictors (SPs), also derived in time domain, 
are derived in [26] for application in power line frequency 
zero crossing detection. Evolved version of the system in 
[26] is presented in [27], where SPs are derived with con-
straints for suppression of DC and the first odd harmonic 
of the nominal SP frequency. IIR based computationally 
efficient implementation of SPs is given in [10]. A com-
prehensive presentation of SPs is given in [28], where 
also feedback augmentation is added to SPs. 
 

6. CONCLUSIONS 
 
Polynomial-predictive filtering, derived in time domain, is 
generally not well-known, and usually not mentioned in 
standard text books. Still, it is efficient and beneficial in 
processing many real-world signals. For most applica-
tions, it is sufficient to apply low degree polynomial pre-
dictors, i.e., of the maximum degree of I = 1, 2, or 3, 
which is also recommendable from the predictor magni-
tude response characteristics point of view. 
 
In this paper, step-by-step instructions for designing 
polynomial-predictive filters are given, along with a 
fixed-point design method. A literature review on 
polynomial-predictive FIRs and associated time domain 
filters is given. 
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ABSTRACT

The main 3rd generation cellular communications stan-
dard is based on wideband code-division multiple-access
(WCDMA). For WCDMA downlink, receivers based on
channel equalization at chip level have been proposed to
ensure adequate performance even with a high number of
active users. These receivers equalize the channel prior to
the despreading, thus restoring the orthogonality of users
and resulting multiple access interference (MAI) suppres-
sion. In this paper, ideas of generalized side-lobe canceler
(GSC) and minimum output energy (MOE) are applied to
the adaptation of downlink channel equalizer. The perfor-
mance of the adaptation scheme is compared to the perfor-
mance of conventional Rake receiver as well as to the per-
formance of equalizer adapted with Griffiths’ algorithm.
Numerical results show significant performance gain over
Rake receiver and some performance gain over the Grif-
fiths’ algorithm in a fading channel.

1. INTRODUCTION

Wideband code-division multiple-access is the main air in-
terface of the 3rd generation cellular mobile communica-
tions standards. The downlink capacity is expected to be
more crucial than the capacity of the uplink due to the
asymmetric capacity requirements, i.e., the downlink di-
rection should offer higher capacity than the uplink [1].
Therefore the employment of efficient downlink receivers
is important. In order to avoid performance degradation
near-far resistant (or multiuser) receivers can be used. Sev-
eral suboptimal receivers feasible for practical implementa-
tions have been proposed, including linear minimum mean
squared error (LMMSE) receivers [2]. The adaptive ver-
sions of the symbol level LMMSE receivers rely on cyclo-
stationary of multiple access interference (MAI), and thus
require periodic spreading sequences with a very short pe-
riod. Hence they can not be applied on the WCDMA down-
link, which uses spreading sequences with 1 radio frame
(10 ms) period.

In a synchronously transmitted downlink employing or-
thogonal spreading codes MAI is mainly caused by mul-
tipath propagation. Due to the non-zero cross-correlations
between the spreading sequences with arbitrary time shifts,
there is interference between propagation paths (or Rake

The research described in the paper has been supported by Nokia and
Texas Instruments. The contents of the paper have been presented in
COST 262 workshop in Ulm, Germany, on 17.-18.1. 2001.

fingers) after the despreading causing multiple access in-
terference. If the received chip waveform, distorted by the
multipath channel, is equalized prior to the correlation by
the spreading code or matched filtering, there is only a sin-
gle path in the despreading. With orthogonal spreading se-
quences the equalization effectively retains, to some extent,
the orthogonality of users lost due to the multipath propa-
gation, thus suppressing MAI. Since the signal is equalized
on the chip level, not on the symbol level, they can also be
applied in systems using long spreading sequences. Such a
receiver, discussed e.g. in [3]-[6], consists of a linear equal-
izer followed by a single correlator and a decision device,
as depicted in Fig. 1.

Several adaptive versions of chip-level channel equalizers
have been presented, e.g., in references in [6]-[7]. In this
paper the ideas of generalized side-lobe canceler and min-
imum output energy are applied, resulting a novel adap-
tation scheme, channel-response MOE (CR-MOE). The
bit error rate (BER) in a Rayleigh fading multipath chan-
nel was numerically evaluated for CR-MOE equalizer and
compared to the performance of conventional Rake re-
ceiver and equalizer adapted with Griffiths’ algorithm, sug-
gested in [8]. Comparison between CR-MOE and Griffiths’
algorithm [9] is quite natural due to the similarities of the
schemes.

2. SYSTEM MODEL

Since the downlink is considered, synchronous transmis-
sion of all signals through the same multipath channel is
assumed. The discrete-time received signal at user termi-
nal can be written as

r �

�

� � �
DCA� S� b � � n 	 (1)

where 
 is the number of users, D is a path delay and chip
waveform matrix whose columns contain samples from ap-
propriately delayed chip waveforms, and C is a block diag-
onal channel matrix containing channel coefficients for �
propagation paths. Diagonal matrix A� contains the aver-
age received amplitudes and S � is a block diagonal matrix

Correlator
Channel
Equalizer

r LHr y �b �

Fig. 1. Conceptual structure of chip-level channel equalizer.
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containing the spreading sequence for the kth user. The
cell specific scrambling sequence is included to the spread-
ing sequence, and the sequences are normalized so that
SH� S� � I. Vector b � contains the transmitted symbols
of the kth user, and vector n contains samples from white
complex Gaussian noise process with variance  �� . A more
detailed description of the system model is given e.g. in [6].

3. RECEIVERS

In this section, the conventional Rake receiver as well as
the adaptive equalizers are discussed. First, the Rake re-
ceiver, the linear minimum mean square error (LMMSE)
chip-level channel equalizer, and Griffiths’ algorithm are
shortly defined, followed by discussion of the channel-
response MOE equalizer.

In the Rake receiver, the received signal is filtered by the
chip waveform, appropriately time-aligned and despread
by correlation with the spreading sequence in the each of
the Rake fingers. To obtain the decision variable, the Rake
fingers are weighted by the channel coefficient estimates
and combined in the maximal ratio combining (MRC).

The chip-level LMMSE equalizer is obtained by minimiz-
ing the mean square error between the equalizer output and
the total transmitted signal, i.e., by solving

w � � arg min
w

E � wHr �

�

� � �
A � S � b � � � 	 (2)

where minimization is carried out elementwise. The op-
timization problem in (2) can be easily solved. However,
the exact LMMSE solution depends on the spreading se-
quences of all users following from the dependency be-
tween consecutive chips to be estimated. In [6] it was
shown that the chip dependency has only minor effect on
the performance, and the LMMSE solution can be approx-
imated as

w� � � �
�

� � �
� � � DCCHDH �  �� I

� �

DC � (3)

The decision variable of the chip-level LMMSE equalizer
after the correlation with a spreading sequence is

y � SH� wH� r

� SH� CHDH � �
�

� � �
� � � DCCHDH �  �� I

� �

r � (4)

In the adaptive chip-level channel equalizers, the received
signal is filtered by chip waveform, equalized and cor-
related with the spreading sequence. The decision vari-
able for arbitrary selected user 1 after the correlation with
spreading sequence is given by y � SH� z, where vector
z contains equalizer outputs for corresponding chip inter-
vals. The � th element of z is defined by w � � � H �r � � � , where

w � � � ! " # � % '
� ) + -

contains the equalizer taps and �r � � � �
/ 0

� � � � 3 � 6 8 � � � �
0

� � 6 8 � 	 � � �
0

� � � � 3 � ? � 6 8 � ? � D F is a
vector of output samples from the chip waveform matched
filter within equalizer at � th chip interval. 6 8 is the num-
ber of samples per chip.

Several adaptation algorithms are obtained through differ-
ent approximations of gradient vector

G H
G

w
� � J E

/ L N �rD � J E
/ �r �rH D w 	 (5)

where
H � E

/
�

L
� wH �r � � D is the mean square error and

L N
is

the desired equalizer output’s complex conjugate [10]. For
example, the standard LMS algorithm is obtained by re-
placing expectations with instantaneous estimates, i.e., sig-
nal vectors �r � � � . In [8], the Griffiths’ algorithm is used for
the adaptation of chip-level channel equalizer. The algo-
rithm is obtained from (5) by replacing E

/ L N �rD with Pp, the
channel response matched filter. The resulting adaptation
becomes

w � � � ? � � w � � � � S � U
N

� � � �r � � � � Pp � 	 (6)

where S is the adaptation step size and U � � � is the equalizer
output at � th chip interval.

In the channel-response constrained minimum-output-
energy (CR-MOE) equalizer, the equalizer is decomposed
into a constraint (or non-adaptive) component and to an
adaptive component. This is the well known idea of gen-
eralized side-lobe canceler, described, e.g., in [10, chap.
5]. The same approach has been applied in blind MOE
multiuser receivers, in which the spreading sequence of a
desired user is used as the constraint [11]–[12]. As men-
tioned, the equalizer is decomposed into two parts, i.e.,
w � Pp � x. The channel response matched filter Pp is used as
the non-adaptive part, and the adaptive part x is constrained
onto subspace orthogonal to Pp to avoid suppression of the
desired signal. Now the mean square error

H
can be written

as
H � E

/ L
� D � J PpH Pp � � Pp � x � HE

/ �r�rH D � Pp � x � � (7)

Clearly the mean square error for given Pp is optimized by
minimizing the last term of

H
, i.e., equalizer output energy.

To obtain adaptive algorithm for x, stochastic approxima-
tion is applied to the gradient of output energy wHE

/ �r�rH D w.
The orthogonality condition is maintained at each iteration
by projecting the gradient onto the subspace orthogonal to

Pp. The orthogonal component of gradient is given by

G PH Z \
p

� �r � Pp PpH �r
PpH Pp

�rHw � (8)

The resulting adaptation algorithm is given by

x � � � ? � � x � � � � S U
N

� � � � �r � � � � U ^ � � � Pp � 	 (9)

where U ^ � � � � PpH �r � � � a � PpH Pp � is the output of channel re-
sponse matched filter normalized with the energy of chan-
nel response. The CR-MOE equalizer is depicted in Fig. 2.
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Fig. 2. Structure of CR-MOE equalizer.

The CR-MOE has the typical weaknesses of MOE adapta-
tion [12]. The orthogonality between x and Pp is lost when
the channel response estimate is updated. Thus periodical
re-orthogonalization of x is required, given by

x
Z \

p
� x � PpHx

PpH Pp Pp � (10)

The second problem of the MOE adaptation is the unavoid-
able estimation error in Pp. Due to the estimation error, x
has small projection on true p while maintaining orthogo-
nality with Pp. Since x is adapted to minimize output energy,
the projection on p translates to partial suppression of the
desired signal component. Since the channel estimation er-
ror is usually relatively small, suppression of the desired
signal means large � � x � � � values1 and significant noise en-
hancement. Therefore, in noisy environments the suppres-
sion remains at acceptable levels. However, to avoid the
desired signal suppression at high SNR, � � x � � � values must
be restricted. One solution is to introduce tap leakage [12]

x � � � ? � � � ? � S d � x � � � � S U N � � � � �r � � � � U ^ � � � Pp � 	
(11)

where d , a small positive constant, controls the tap leak-
age. On the other hand, too low � � x � � � values prevent effi-
cient channel equalization. Therefore d must be adjusted to
changing conditions. This can be achieved by periodically
observing � � x � � � a � � Pp � � � ratio and adjusting d if necessary.

It can be easily noted that the considered equalizers have
distinctively similar properties. For example the part of
adaptation step orthogonal to Pp in (6) is equal to the adap-
tation step in (9), assuming the same equalizer taps w � � � .
However, the estimated channel response is directly in-
serted to the equalizer in CR-MOE, whereas in Griffiths’
algorithm it is gradually introduced through the adaptation.
It is clear that both adaptive algorithms rely on the channel
response estimate, obtained, e.g., with the help of common

g h h
x

h h j k
xHx

or dedicated pilot channel. Also the whole transmitted sig-
nal from the desired base-station is utilized in the adapta-
tion instead of, e.g., using only the signal of desired user,
thus significantly enhancing the available SNR in the equal-
izer adaptation. Finally, both equalizers have relatively low
complexity with linear dependence on the channel delay
spread.

4. NUMERICAL RESULTS

To obtain a good understanding and comparison of the pre-
sented receivers’ performance, BER’s were evaluated in a
Rayleigh fading channel. The channel had three propaga-
tion paths with delays of 0 ns, 521 ns and 1042 ns, and the
relative average powers of the paths were 0 dB, -3 dB and
-6 dB. QPSK modulation was used employing root raised
cosine pulses with roll-off factor of 0.22. Random cell spe-
cific scrambling code and Walsh channelization codes were
used, and the chip rate was set to 3.84 Mchip/s correspond-
ing to 260 ns chip interval.

The BER’s were evaluated for the receivers in a Rayleigh
fading channel with 4 users employing spreading factor 8
and common pilot channel (CPICH) using spreading fac-
tor 64. The transmission power of pilot channel was scaled
to be 11% from the total transmitted power. The terminal
velocity was assumed to be 60 km/h. The fingers in the
Rake receiver were allocated at correct path delays. For the
equalizers, two samples per chip were taken from the out-
put of chip waveform matched filter. The channel response
matched filter Pp had non-zero values at correct path delays
as well as on the adjacent samples, due to oversampling of
chip waveform. The channel coefficients were estimated
with common pilot channel and a moving average filtering.

The BER’s are presented in Fig. 3, with the performance of
ideal LMMSE equalizer and theoretical single-user bound.
From the results it can be seen that both equalizers pro-
vide significant performance gain over the Rake receiver. It
can be also noted that CR-MOE equalizer provides perfor-
mance improvement over the equalizer adapted with Grif-
fiths’ algorithm in a fading channel.

5. CONCLUSIONS

One approach to improve the performance of WCDMA
downlink receivers was studied in this paper, namely chan-
nel equalization prior to despreading. The presented re-
ceivers restore to some extent the orthogonality of users,
and thus suppress the multiple access interference when
orthogonal spreading sequences are employed. The fil-
ter decomposition idea of generalized side-lobe canceler is
applied to the chip-level channel equalization, resulting a
novel adaptive equalizer, channel-response MOE equalizer.
CR-MOE equalizer consists of two parallel filters. Channel
response matched filter is used as the non-adaptive filter,
and the other filter minimizes the equalizer output energy.

The performance was numerically evaluated for CR-MOE
equalizer and compared to the performance of conventional
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Fig. 3. BER vs. l m n o p in a Rayleigh fading channel for 4 users with
spreading factor 8 and CPICH with spreading factor 64.

Rake receiver and an equalizer adapted with Griffiths’ al-
gorithm. Results show significant performance gain over
the Rake receiver. In a fading channel, CR-MOE equalizer
provides performance improvement also over the equalizer
adapted with Griffiths’ algorithm.
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ABSTRACT

We propose a new bandwidth and power efficient
signaling scheme for achieving high data rates over wide-
band radio channels exploiting bandwidth efficient
OFDM modulation, multiple transmit and receive
antennas and large frequency selectivity offered in typical
low mobility indoor environments. Due to its maximum
achievable transmit diversity gain and large coding gain,
space-frequency turbo coded modulation strongly
outperforms other space-frequency coding schemes
recently proposed in literature. We also propose a simple
way of combining space-frequency coding with OFDM
delay diversity as a cost-effective method for further
bandwidth efficiency increase by exploiting more than
two antennas at the transmitter.

1. INTRODUCTION
 

Due to its high bandwidth efficiency and suitability for
high data rate applications, OFDM was chosen as a
modulation scheme for a physical layer in the several new
wireless standards, i.e. digital audio and video
broadcasting (DAB, DVB) [1,2] in Europe and the three
broadband wireless local area networks (WLAN) [3],
European HIPERLAN/2, American IEEE 802.11a and
Japanese MMAC.

Recent results in literature [4-7] demonstrate that
multiple-input multiple-output (MIMO) wireless
channels, apart from spatial diversity against detrimental
effects of fading, enable increased information theoretic
capacity as compared to single-input single-output (SISO)
channels. A number of transmit diversity schemes for
multi-antenna OFDM systems has been proposed recently
that exploit a form of simple spatial processing at
transmitter to overcome link budget limitations, moving a
complexity burden from mobile terminals to access
points. As seen by single antenna error control codes
employed therein, the given diversity scheme over MIMO
channel creates an equivalent SISO channel with
characteristics, either desirably close to Gaussian [8] or
with artificially increased frequency selectivity [9,10].
Therefore, potentially increased capacity of MIMO
channels is not exploited in a proper way.

For the perfectly known channel state information (CSI)
at both ends of a wireless link, optimal and capacity
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approaching signaling strategy impose the initial singular
value decomposition (SVD) of MIMO channel into a
number of parallel, SISO sub-channels. Single antenna
error control codes, with optimal power and bit allocation,
are employed then on each of parallel SISO sub-channels
[7]. Sub-carrier based spatial sub-channel adaptive
coding/modulation suggested in [11] results in large
complexity even for a limited number of transmit
antennas. Also it is not directly applicable for broadcast
channels, i.e. in DAB and DVB.

When the channel state information (CSI) is not available
at the transmitter, space-time coding (STC) is an optimal
signaling strategy, designed to achieve potentially high
capacity of MIMO Rayleigh fading channels by jointly
exploiting the benefits of spatial and temporal diversity.
Application of STC to space-frequency domain is
however not always straightforward. For layered STC
architectures [12], complexity reduction due to the
applied single antenna channel codes is difficult to justify
in a situation where large frequency selectivity may result
in complex sub-carrier based spatial filtering at a receiver.
Also the required number of receive antennas should be
greater than or equal to the number of transmit antennas.
Therefore, maximum likelihood detection (MLD) based
STC [13,14] becomes again a cost-effective way of
exploiting the frequency selectivity in the channel.

In [15], STC’s from [13] were applied as space-frequency
codes. Large bandwidth and power efficiency gains were
reported as compared to single antenna channel codes
employed with OFDM transmit diversity [10]. The
concept of recursive space-time trellis codes (Rec-STTrC)
for parallel-concatenated space-time turbo coded
modulation (STTuCM) was introduced in [16] and further
generalized in [17]. The proposed parallel concatenated
scheme was designed to preserve the maximum transmit
diversity gain but simultaneously enhance the coding gain
as compared to STC’s in [13]. In this paper, we advocate
application of STTuCM on space-frequency domain and
demonstrate significant performance improvements when
compared to some other space-time (turbo) coding
schemes applied to multi-antenna OFDM systems under
somewhat realistic ITU and ETSI BRAN channel models
and physical layer parameters. We also propose a simple
way of combining space-frequency coding with OFDM
delay diversity for cost effective exploitation of more than
two transmit antennas.

2. SYSTEM MODEL

We consider system employing a R=(La+1)N transmit and
M receive antennas depicted in Fig. 1. Applied STC is
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designed for N transmit antennas and La is the order of
artificial multi-path introduced by additional OFDM delay
diversity. Delays Tla, la=1..La are chosen in an ascending
order T1<Tla<..<TLa as multiples of the OFDM sampling
period Ts. Therefore the equivalent sampling rate discrete-
time channel from any of the first N transmit to any of M
receive antennas can be represented with an equivalent

L= (TLa+TDS)fs +1 order FIR filter with filter taps
hn,m

k=[hn,m,0
k.. hn,m,L

k] where TDS denotes the maximum
delay spread in the channel.

Fig. 1. Block diagram of space-frequency coded OFDM
system

At each discrete time instant k, k=1..B, the input sequence
of CZ bits bk=[b1

k b2
k.. bCZ

k] enters STC encoder where C
is a number of sub-carriers in the OFDM symbol.
Corresponding output of the STC encoder is a tall C� N
matrix Sk=[S1

k S2
k .. SN

k] of coded complex symbols such
that Sn

k=[S1,n
k.. SC,n

k]T with Sc,n
k denoting a point in

complex constellation of 2Z symbols. As in [8] let F=[F1

F2 .. FC], Tcp=[ILxC
T ICxC

T]T and Rcp=[0CxL ICxC] denote the
C � C fast Fourier transform (FFT) matrix, (L+C) � C
cyclic prefix insertion matrix and C� (L+C) cyclic prefix
removal matrix respectively. After OFDM demodulation
at the receiver, complex base-band C� 1 signal vector at
receive antenna m can be expressed

Mmk
mcp

k
n

N

n

k
n,m

k
m ..1,

1

=+= ∑
=

FRSDr (1)

where m
k denotes (C+L) � 1 vector of noise samples,

mutually independent zero mean complex Gaussian
random variables with variance σ2 per complex
dimension. Diagonal matrix Dn,m

k is given as Dn,m
k=

FRcpHn,m
kTcpF

H= diag[αn,m,1
k, .. αn,m,C

k] with αn,m,c
k=[hn,m

k

01x(C-L)]Fc and where Hn,m
k denotes (C+L) �  (C+L)

Toeplitz matrix with its (x,y) entry hn,m,(x-y)
k. We assume in

general that input information frame b=[b1.. bk.. bB]
consists of V=BCZ bits, so that one coded information
frame covers multiple of B successive OFDM symbols.
For the perfect knowledge of channel state information
(CSI) at the receiver, maximum likelihood detection
(MLD) metric for Viterbi and maximum a posteriori
(MAP) probability decoder is given by
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where the minimization is done over all possible code-
words of the space-time code used for transmission.

3. SPACE-FREQUENCY CODING

3.1 Space-Frequency Trellis Coded OFDM

Based on the large effective code length, Lu et al.
proposed a new family of space-time trellis codes for
multi-antenna OFDM systems in [18]. Codes were
designed upon already existed trellis coded modulation
schemes optimized for frequency flat fading channels. A
class of rate 2/3 8PSK TCM for single antenna
transmission was transformed into rate 2/4 QPSK code for
two transmit antennas by splitting the original 8PSK
mapper into two QPSK mappers, one for each transmit
antenna. We refer to this space-frequency trellis code
approach as SFTrC-L to distinguish between Tarokh et al.
codes in [15] which we denote as SFTrC-T. In both cases,
Viterbi decoder is used for STC decoding.

3.2 Space-Frequency Turbo Coded OFDM

In case system applies STTuCM, STC encoder and
decoder in Fig. 1 are depicted in Figs. 2 and 3
respectively. We refer to [17] for detailed description of
encoding and decoding operations. We only outline that
component STC in Fig. 2 are recursive non-systematic
space-time trellis codes (Rec-STTrC) introduced in [16].
Also interleaving actually consists of two half-length bit-
wise pseudorandom interleavers. One interleaving is
scrambling the input bits on the odd input symbol
positions, another is independently from the first one,
scrambling the input bits on the even input symbol
positions. This will assure that due to puncturing each
input information bit contributes once and only once to
the output STTuCM code-word.

In order to enable pseudo-random bit-wise interleaving at
encoder, additional symbol-to-bit reliability
transformation is performed at the output of component
symbol-by-symbol MAP decoders. This result in log-
likelihood ratio for each information bit bi
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for ∀i∈{(t-1)Z+1..tZ}, t=1..CB, r=[r1
1.. r1

B.. rM
1.. rM

B]
being the total observation of the channel output and dt
taking values in {(0)2, (1)2,..(2

Z-1)2}, where subscript 2
functions the Z-bits long binary representation of the
value in brackets. Bit-level extrinsic information is now
extracted

)()()( iapriiiext bLbLbL −=  (4)

with Lapri(bi) being a priori probability of the information
bit bi . After being bit-wise interleaved it becomes ~

extL and
is passed through bit-to-symbol reliability transformation
to compute a priori probability for another symbol-by-
symbol MAP decoder
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Consequently, the resultant encoder and iterative (turbo)
decoder operate on bit level. We refer to above bit-wise
interleaved Space-Frequency Turbo Coded Modulation
scheme as SFTuCM-Dbit.

Independently, Cui et al. proposed somewhat similar
space-time turbo coded modulation scheme in [19].
Implemented codes were recursive systematic space-time
trellis codes (RecSys-STTrC), somewhat different from
Rec-STTrC. It is worth nothing that the component codes
are systematic so the scheme in [19] can be depicted with
the same block diagrams of encoder and decoder as those
in Figs. 2 and 3. The major difference between two
schemes lays in the structure of interleaving. In [19] Z-
wise or symbol level pseudo-random interleaving between
two constituent codes is applied. As a consequence
resultant encoder and iterative (turbo) decoder operate on
symbol level. Symbol-to-bit and bit-to-symbol reliability
transformations in Fig. 3 are avoided and the exchange of
log-likelihood information between the two component
symbol-by-symbol MAP decoders is done directly on the
symbol level. Therefore the extraction of extrinsic
information is done in the following manner

)()()( taprittext dLdLdL −=  (6)

with Lapri(dt) being the a priori probability of the
information symbol dt. We refer to the above symbol-
wise interleaved Space-Frequency Turbo Coded
Modulation scheme as SFTuCM-Csymb. We also
consider the parallel concatenation of two 8-state RecSys-
STTrC’s with bit-wise interleaving and symbol-to-bit and
bit-to-symbol reliability transformations in decoder. We
refer to this scheme as SFTuCM-Cbit.

Fig. 2. Block diagram of STTuCM encoder

Fig. 3. Block diagram of STTuCM decoder

Finally, we applied two 8-state maximum effective code
length Lu et al. space-time trellis codes from [18] with
generator polynomials [11; 02; 04] in octal form as
constituent codes in bit-wise interleaved space-time turbo
coded modulation. We refer to this scheme as SFTuCM-
Lbit.

4. SIMULATION RESULTS

All implemented STC’s were designed to achieve spectral
efficiency of 2 bits/sec/Hz using QPSK modulation and
two transmit antennas (N=2). Penalty in band-with
efficiency due to trellis termination is however lower with
SFTuCM than with SFTrC’s, because the number of tail
bits is proportional to number of trellis states. We assume
perfect frame and sample clock synchronization between
the transmitter and the receiver. Prior to OFDM
modulation at transmitter, complex code-word symbols
were interleaved with length BC channel interleaving.

We adopted HIPERLAN/2 physical layer parameters [21]
(the same as those for IEEE 802.11a) and evaluated
performance under some specific ITU and ETSI BRAN,
mainly indoor, low mobility channel models. Available
bandwidth was 20 MHz with 64 sub-carriers in OFDM
symbol corresponding to sub-channel separation of 3.125
kHz and OFDM frame duration of 3.2 � � 
 � � � � � � � � � �

a guard period of 0.8 � � � � � ! ! # ! � & ! � ( ) ( � + ) - . 0 � 1 3 4

carriers were used for data transmission. Additional 4
sub-carriers were assigned for pilots though CSI was
assumed to be perfectly estimated at receiver. A R=2
transmit and M=1 receive antennas were employed
without optional delay diversity. Coded frame was spread
across five consecutive OFDM symbols (B=5) during
which fading is assumed to be quasi-static. The
performance comparison between the considered schemes
is depicted in Figs. 4 and 5.

In Fig. 4 the performance was evaluated on ITU-B [22],
six path indoor, non-line of sight (NLOS) office channel
model. The best performance is achieved with SFTuCM-
Dbit which outperforms SFTuCM-Csymb and 256-state
SFTrC-L by more than 2 dB and 32-state SFTrC-T by
more than 4 dB at frame error rate (FER) of 10-2. The
performance of rather complex 256-state SFTrC-L can be
achieved with lower complexity and more bandwidth
efficient SFTuCM-Lbit, bit-wise interleaved parallel
concatenation of two 8-state encoders of the same family.
More than 2.5 dB performance loss as compared to
SFTuCM-Dbit results from the fact that the large effective
code length design criteria developed in [18] represent
rather brutal force method not taking into account
transmit diversity properties. Employing RecSys-STTrC
from [19] in bit-wise interleaved manner, i.e. SFTuCM-
Cbit, improves performance over symbol-wise interleaved
version SFTuCM-Csymb by almost 1 dB but still suffers
from more than 1 dB performance loss as compared to
SFTuCM-Dbit as constituent Rec-STTrC’s are better
optimized for parallel concatenation than RecSys-
STTrC’s.

In Fig. 5 the NLOS large open space office environment
ETSI BRAN-B [23] channel model with the total of 18
paths and 100nS rms delay spread was considered.
SFTuCM-Dbit outperforms SFTuCM-Csymb and 256-
state SFTrC-L by more than 2.5 dB and 32-state SFTrC-T
by more than 5 dB, at frame error rate (FER) of 10-2. The
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performance gain of SFTuCM-Dbit over SFTuCM-Cbit is
further increased to 1.5 dB.

5. CONCLUSIONS

In this paper, we proposed a bandwidth and power
efficient signaling scheme for achieving high data rates
over wide-band radio channels exploiting bandwidth
efficient OFDM modulation, multiple transmit and
receive antennas and large frequency selectivity offered in
typical low mobility indoor office environments, e.g. ITU
and ETSI BRAN channel models. Due to its maximum
achievable transmit diversity gain and large coding gain,
space-frequency turbo coded modulation strongly
outperforms other space-frequency coding schemes
recently proposed in literature. We have demonstrated
that space-frequency turbo coded modulation owes its
good performance to mainly two important features.
Relatively simple 8-state recursive space-time trellis
codes are optimized for both, multi-antenna transmission
and parallel concatenation. Another distinctive feature is
the bit-wise interleaving between two constituent codes.
We also proposed a simple way of combining space-
frequency coding with OFDM delay diversity for cost
effective exploitation of more than two transmit antennas.
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Fig. 4. ITU-B, six path indoor office, NLOS
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ABSTRACT 
 
Tools for assorting and classifying neuronal action 
potentials can be either on-line or off-line. Here we 
examine on-line tools. We concentrate on an analysis of 
insect action potentials by using a DSP-based multi spike 
detector (MSD© by Alpha Omega Engineering). The MSD 
software is a modular program which is user-friendly and 
has optimal speed. In the action potential analysis neural 
firings are decomposed into waveforms, which are 
specific for each cell. Based on this comparative analysis 
and assorting of action potentials, many series of action 
potentials from the olfactory receptor neurones of small 
insects were analysed. The assorting algorithm compares 
the neural signals to three templates, which can be 
adaptively changed and fixed by the user. The action 
potentials are produced either spontaneously or at an 
odour exposure. In the response analysis they are further 
plotted as a function of the odour exposure sequence.  
 
 

1. INTRODUCTION 
 
Detection of action potentials (APs, spikes), which are 
large in relation to the electrode or membrane and other 
biological noise is unproblematic in sensory 
neurophysiology. There are two common methods for 
APs detection. However, until recently DSP-based 
devices have been the option of choice for AP assorting 
and further analysis. In the development of task-specific 
devices, it seems feasible to utilize an efficient on-line AP 
detector based on DSP hardware and its compatible 
software. 
In the analysis of biological functions, it is important to 
distinguish exactly APs generated by other cells in the 
close vicinity of the cell from the primary olfactory 
receptor neurons (ORN) of the cell. There is free software 
available, which can separate action potentials from three 
different sources off-line and classify an action potential 
rate into three classes depending on the shape of each 
action potential. However, a separation into two classes 
was successful enough in practice. The recorded action 
potentials can be stored for further analysis and printing..  
In the MSD, detection and assorting are simultaneous in 
each channel, which makes it possible to detect the 
interspike interval periods or action potential firing rates 
for each sensory neuron. A match between the AP and its 
template is found, when the local minimum of the sum of 

squared deviations between the template and AP is within 
the given criteria limit, and this means a detection, as 
reported in Fig.1 for three cells. The left window shows 
that the all AP matched, in the second window shows by 
the green color that there are double or triple match 
happened and in the third window three double match.  
 

 
Figure 1. Three action potential shapes in the first three 
windows together with the laboratory noise in the fourth 
window. The match histogram shown by green sticks 
develops on the window bottom.  
 
Fig. 2 shows action potential rates in pps (pulses per 
second) from two ORNs. A neuron is firing action 
potentials up to ca. 75 s around 45 - 75 pps and 
sometimes over, while the other neuron is firing about 5 
pps continuously active without any break.  

Figure 2. A high-rate action potential series together with 
a slow-rate at the bottom. 
 
Before a response analysis of ORNs, it is important to 
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monitor the spontaneous activity of an ORN. The 
monitoring yields important information about the ORNs’ 
activity. Therefore, our recordings last longer (up to 2 
min) before and after the exposure to an odour. 
 
 

2. MSD SOFTWARE OPERATIONS 
 

Based on the differences in AP shapes obtained in single 
cell recordings from olfactory receptor neurons the APs 
can be assorted by means of the MSD hardware and 
software. It assorts up to 3 AP shapes per electrode signal. 
In a cascade it is possible to assort up to 3 multiplied 
channel numbers. 
 
2.1. General Operations 
 
The MSD environment is an advanced system designed to 
detect action potentials such as signals and assort them 
according to their shape. After detecting and sorting the 
AP shapes, the results are reported, allowing the user to 
measure the action potential rate, firing times, delays or 
construct histograms. 
In the MSD software is based on modular sections. Its 
parameters, such as sampling rate, histogram bin, 
adaptive factor, double match, and polarity flag, can be 
changed through the dialog box in each module. Unsorted 
APs are displayed in two modes: All APs (like memory 
scope) or the last N APs (N=50 … 100) are displayed. A 
detection is indicated when the template and the 
corresponding AP match. APs are assorted 
simultaneously and saved on the basis of their match to 
each template. A typical AP pattern or template is defined 
to generate an optimal template for detecting and 
assorting the APs. 
 
2.2. MSD Operations in AP analysis 
 
The MSD software includes step by step instructions for 
the user to define clusters of APs, how to detect and 
isolate APs, the allowed noise level, and how to monitor 
the quality of multi-signal detection and isolation. The 
MSD hardware can filter the AP signal internally by a 
single-pole high-pass filter having a -3dB point at 200 Hz, 
and by a double-pole low-pass filter having a -3 point at 
10 kHz. Because of this filtering the recorded signal 
bandwidth is also limited for the APs in the same or 
narrower band. However, this band contains all the 
information that is characteristic enough in order to assort 
AP signals.  
The template definition program of the MSD software has 
three steps. In the first step, the input signal is displayed 
on the PC screen with the adjusted trigger level. In the 
second step, three groups of the APs are defined by the 
user. In the third step, the program computes and displays 
templates for all the selected AP groups. After these steps, 
the user switches to AP detection mode. 
In the MSD software two separate programs cooperate 
together. One part operates the DSP, while the other 
operates the PC. The PC downloads a portion of the 

software from the logic board to the program-space. This 
program waits until a new value of the sampled input data 
is available. The new sample is transferred from the 
analog board into a buffer holding the last 100 samples. 
The first eight samples are compared to the first template 
and the sum of squared differences is computed. This sum 
is compared to the previous one. The minimum is 
reported by raising a flag in the program response, if this 
sum is a minimum and below the defined threshold. 
In the PC the program examines if any data is available in 
the buffer. If the data is an AP, it displays it on the PC 
screen with appropriate options to define a new template 
if necessary. 
In practice the MSD software functions as follows. 
Ongoing detected AP activity is displayed in three frames 
along with their eight template points and a line cursor. 
An additional graph develops at the bottom of each frame 
(Fig. 1). This graph contains an updated histogram, which 
displays the distribution of the sum of squared differences 
between the ongoing AP activity and the corresponding 
template. This sum of squared differences is called spike 
distance. The left point of the histogram is the zero 
distance or perfect match and it is used as a detection 
threshold. When the AP has its spike distance smaller 
than the detection threshold in two or three templates, a 
double or triple match is in process. These APs are shown 
in different colors, and the histogram is updated to show 
assessment of the situation.  
In MSD operations it is recommended to assort as many 
AP shapes as possible in order to get used to the 
program’s advantages and limits. In addition, one can 
develop his/her own strategy of satisfactory operations. 
The templates can be modified online without interrupting 
the sorting. Action potentials, which are detected and 
assorted the authentic spikes as they come and produces a 
100 ms pulse following every real AP occurrence. 
Action potential acquisition continues uninterrupted. The 
MSD software allows handling of AP intervals up to a 
memory size makes it possible.  
 
 

3. DATA COLLECTION 
 

We have reported elsewhere on several aspects of the AP 
responses to the odour exposures of individual olfactory 
receptor neurons [2]. Shortly, AP data were obtained from 
blowflies (Calliphora vicina), mosquitoes (Culex pipiens) 
and fruitflies (Drosphila virilis). The MSD collects the 
data on line. The analyzed data can be exported to other 
programs such as ExcelTM, OriginTM or MatLabTM. 
 
 

3. RESULTS 
 
In the case of the blowfly ORNs the following histograms 
originate from two different olfactory receptor neurons, 
Figure 3. The histograms show that these ORNs have 
different distributions of AP intervals. One has longer 
intervals, while the other one has a normal distribution. 
The distribution function was fitted in the OriginTM 
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software at the normal (red line) and Gaussian 
distribution (black line). The normal curve faithfully 
follows the measured values. 
 

 
 
Figure 3. High-rate and a low-rate AP histograms of two 
ORNs. 
 
 

5. CONCLUSIONS 
 
Many studies of AP firing require the isolation of the AP 
generated by an ORN. The on-line peak detection method 
described in this paper facilitates the characterization of 
firing patterns during the recording of AP activity, for 
instance in ORNs. It makes it possible to extract 
information about the occurrence of APs from multiple 
sources. Unlike other much used techniques, the MSD 
method is user-friendly, economic, fast and its parameters 
are quantitatively defined in real time. In addition, this 
software and hardware do not require the use of a 

particularly powerful computer. This system provides the 
user with a whole set of graphical and statistical analyses 
of AP interval data, such as distribution, correlation and 
other functions.  
Because AP trains can theoretically carry information in 
several ways (firing rate, interval distributions), it is 
important to record and save the actual AP interval 
history. These constitute the first step in any dynamic 
analysis, such as phase portraits, joint-interval distribution 
histograms and phase space of divided differences. The 
dynamic analysis makes it possible to make further 
evaluations on topological dimensions. On the basis of the 
histogram analysis ORNs were assigned to ten histogram 
classes. These AP interval histograms of each ORN class 
exhibit an obvious mathematical distribution function that 
is unambiguous.  
Because the AP analysis is done partly by the researcher 
and partly by the computer, it is impossible to define any 
exact time or frequency characteristics for analysis 
purposes but we use common sense and utilize what we 
have learned. 
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ABSTRACT

An adaptive autoregressive moving average (ARMA)
modelling of nonstationary EEG by means of Kalman
smoother is presented. The main advantage of the
Kalman smoother approach compared to other adaptive
algorithms such as LMS or RLS is that the tracking lag
can be avoided. This advantage is clearly presented
with simulations. Kalman smoother is also applied to
tracking of alpha band characteristics of real EEG dur-
ing an eyes open/closed test. The observed tracking
ability of Kalman smoother, compared to other meth-
ods considered, seemed to be better.

1 INTRODUCTION

In the analysis of nonstationary EEG the interest is of-
ten to estimate the time-varying spectral properties of
the signal. A traditional approach to this is the spec-
trogram method, which is based on Fourier transfor-
mation. Disadvantages of this method are the implicit
assumption of stationarity within each segment and
the rather poor time/frequency resolution. A better
approach is to use parametric spectral analysis meth-
ods based on e.g. time-varying autoregressive moving
average (ARMA) modelling. The time-varying param-
eter estimation problem can be solved with adaptive
algorithms such as least mean square (LMS) or re-
cursive least squares (RLS). These algorithms can be
derived from the Kalman filter equations [1], [2].

In this paper we use the Kalman smoother algo-
rithm in tracking of nonstationary properties of EEG.
Kalman smoother is compared to LMS and RLS al-
gorithms in tracking of alpha band characteristics of
EEG measured during an eyes open/closed test. The
Kalman smoother approach is also applied to the de-
tection of alpha waves of EEG. The main advantage
of the Kalman smoother algorithm compared to other
adaptive algorithms is the fact that the tracking lag
can be avoided. This is demonstrated with simula-
tions. Kalman filter has been previously used in EEG
analysis in e.g. [3], [4], [5].

2 METHODS

If the signal to be modelled is nonstationary it cannot
be modelled as an output of a time-invariant system.
It is natural in this case to assume that the system has
time-varying parameters.

2.1 Time-varying linear regression

Here we use the time-varying autoregressive moving
average ARMA(p,q) model for the signal

z(t)= −
p∑

j=1

aj(t)z(t − j)+
q∑

k=1

bk(t)e(t − k)+e(t) (1)

where aj(t) and bk(t) are the time-varying ARMA pa-
rameters and e(t) is the driving white noise process.
By denoting

θt = (−a1(t), . . . ,−ap(t), b1(t), . . . , bq(t))
T (2)

ϕt = (z(t−1), . . . , z(t−p), e(t−1), . . . , e(t−q))T(3)

the model can be written in the form

zt = ϕT
t θt + et (4)

where zt = z(t) and et = e(t). This is clearly a lin-
ear observation model, with ϕT

t being the observation
matrix and et being the observation error. A typi-
cal description for the parameter variation when no
a priori information is available, is the random walk
model [6]. Thus for the parameters θt we write a state
equation of the form

θt+1 = θt + wt (5)

where wt is a noise process. Equations (4) and (5) form
a specific form of the general state space equations,
with the input process wt. Now the problem is to
estimate the time-varying parameters θt, according to
the state space model.

2.2 Kalman filter

The Kalman filtering problem is to find the minimum
mean square estimator θ̂t for state θt given the obser-
vations z1, . . . , zt. This has been shown to be equal to
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the conditional expectation value

θ̂t = E {θt|z1, . . . , zt} (6)

We assume here the state and measurement noises
wt and et to be uncorrelated, zero mean, random
processes with covariance matrices Cwt

= σ2
wI and

Cet
= σ2

eI, so that the individual parameter evolu-
tions are assumed to be independent. The initial state
θ0 is assumed to be uncorrelated with et and wt with
finite variance. The Kalman filter equations can be
written in the form

θ̂t|t−1 = θ̂t−1 (7)
Cθ̃t|t−1

= Cθ̃t−1
+ Cwt−1 (8)

Kt = Cθ̃t|t−1
ϕt

(
ϕT

t Cθ̃t|t−1
ϕt + Cet

)−1

(9)

Cθ̃t
=

(
I − Ktϕ

T
t

)
Cθ̃t|t−1

(10)

εt = zt − ϕT
t θ̂t|t−1 (11)

θ̂t = θ̂t|t−1 + Ktεt (12)

where θ̂t|t−1 is the mean square estimator for state
θt given the observations z1, . . . , zt−1, θ̃t is the state
estimation error θ̃t = θt − θ̂t and Kt is the Kalman
gain matrix. The adaptation of the filter is primarily
affected by Cwt

.

2.3 Fixed-interval smoother

The fixed-interval smoothing problem is to determine
estimates

θ̂t|T = E {θt|z1, . . . , zT } (13)

for fixed T and for all t in the interval 1 ≤ t ≤ T . The
solution for this can be written in the form [7]

θ̂t−1|T = θ̂t−1 + At−1

(
θ̂t|T − θ̂t|t−1

)
(14)

At−1 = Cθ̃t−1
C−1

θ̃t|t−1
(15)

where At−1 includes the error covariances stored in
the forward run of Kalman filter. Also the state esti-
mates θ̂t and θ̂t|t−1 need to be stored. The smoothed
estimates θ̂t−1|T are then obtained by running the
stored estimates backwards in time by taking t =
T, T − 1, . . . , 2. The initialization is evidently with
the filtered estimate.

2.4 Spectral estimation

Once the time-varying coefficients of the ARMA(p,q)
model (1) are solved the time-varying power spectral
density (PSD) estimation can be obtained in the terms
of the estimated coefficients

Pt(ω) = σ2
e(t)

|1 + ∑q
k=1 bk(t)e−iωk|2

|1 + ∑p
j=1 aj(t)e−iωj |2 (16)

where σ2
e(t) is the prediction error variance. After the

adaptive algorithm, used to estimate the time-varying
ARMA parameters, converges power spectrum can be
calculated for each time instant.
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Fig. 1. AR(2) process estimation with RLS and Kalman
smoother algorithms. The root evolution and the realization
are presented in block (a). Both algorithms were optimized (b).
Optimal value for the state noise covariance coefficient of the
Kalman smoother was σ2

w = 0.001 and the forgetting factor of
RLS was λ = 0.935. The estimates of the modulus and phase an-
gle of the root are shown in block (c). The true values (black),
Kalman smoother estimates (red) and optimal RLS estimates
(blue). The smoother RLS estimates (green) were calculated by
using λ = 0.98.

3 RESULTS

In order to evaluate the performance of the Kalman
smoother algorithm we conduct two simulations,
where Kalman smoother is compared to the popular
forgetting factor RLS algorithm. Finally the Kalman
smoother is applied to time-varying spectrum estima-
tion of real EEG and for alpha wave detection.

3.1 Simulations

In the first simulation a time-varying signal was gen-
erated as an AR(2) process. The root evolution and
a typical realization are presented in Fig. 1 (a). The
modulus and phase angle of the root were estimated
with Kalman smoother and RLS algorithms. Parame-
ters controlling the adaptation were optimized in both
algorithms to obtain the minimum error in AR coeffi-
cient estimation. The estimation errors as a function
of adaptation parameters for both algorithms are pre-
sented in Fig. 1 (b). The estimates are shown in Fig.
1 (c).

RLS estimates with the optimal value for the forget-
ting factor have only a small tracking lag but the esti-
mates are far more unstable compared to the Kalman
smoother estimates. By increasing λ RLS estimates
become more stable but the tracking lag increases at
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Fig. 2. A realistic simulation of EEG transition as an AR(5)
process. (a) The roots and the corresponding spectra before
(blue) and after (red) the transition. (b) A typical realization
of the process. Averaged estimates over 100 realizations of the
modulus and phase angle of the root corresponding to alpha
activity are presented in (c), where true values (black), Kalman
smoother estimates (red) and RLS estimates (blue/green) are
shown. The state noise covariance coefficient of the Kalman
smoother was σ2

w = 8 · 10−5 and the forgetting factors of RLS
were λ1 = 0.98 (blue) and λ2 = 0.9 (green).

the same time. This simulation shows clearly the ad-
vantages of the Kalman smoother compared to the
RLS algorithm. However not much can be said about
the performance of the Kalman smoother in tracking
of nonstationary EEG based on this simple simulation.
Hence we aim to a more realistic simulation of EEG.

In many cases we are interested in tracking of narrow
band characteristics of the EEG signal. One such case
is the event related desynchronization/synchronization
(ERD/ERS) of alpha waves. The occipital EEG
recorded while patient having eyes closed shows high
intensity in the alpha band (7-13 Hz). With the open-
ing of the eyes this intensity decreases or even vanishes.
It can be assumed that EEG exhibits a transition from
a stationary state to another. Such a transition was
here simulated as an AR(5) process. The roots of
the system for both stationary states (obtained from
real EEG measurements) and the corresponding power
spectrums are presented in Fig. 2 (a).

In order to make the simulation more realistic abrupt
transitions of AR coefficients were smoothed as de-
scribed in [8]. A typical realization of the simulated

Fig. 3. Time-varying spectral analysis of ERD/ERS test of
alpha waves of EEG. The measured EEG from channel O2 is
shown on the topmost axis. The time window used in the spec-
trogram was 2 seconds. The step size of LMS algorithm was
µ = 0.0002 while the forgetting factor of RLS was λ = 0.95.
The state noise covariance coefficient of the Kalman filter was
σ2

w = 0.0003.

AR(5) process is presented in Fig. 2 (b). Results of
tracking the alpha band characteristics are presented
in Fig. 2 (c), where averaged estimates over 100 real-
izations of the phase angle and the magnitude of the
root corresponding to alpha activity are presented. In
order to obtain as smooth estimates with RLS as is ob-
tained with Kalman smoother the forgetting factor λ
must be quite small. However this leads to substantial
tracking lag. With larger values of λ the tracking lag
can be attenuated, but estimates become now more
unstable.

3.2 ERD/ERS of alpha waves of EEG

The eyes open/closed test is a typical application of
testing the desynchronization/synchronization of al-
pha waves of EEG. One such transition from desyn-
chronized state to synchronized state is presented in
Fig. 3. The performance of the Kalman smoother
in tracking of alpha band characteristics is compared
to most commonly used adaptive algorithms RLS and
LMS and also to the traditional spectrogram method.
An ARMA(6,2) model was used in all adaptive algo-
rithms. The length of the time-window used in spec-
trogram was 2 seconds, which is long enough when con-
sidering the frequencies of the alpha band (7–13 Hz).
The step size of the LMS algorithm was µ = 0.0002
and the forgetting factor of RLS was chosen to be
λ = 0.95 resulting in quite stable estimates and still
rather fast adaptivity. The state noise covariance co-
efficient of the Kalman smoother was σ2

w = 0.0003.
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Fig. 4. Kalman smoother applied to alpha rhythm detection.
(a) An EEG sample of 15 seconds from channel O2 measured
from subject having eyes closed and the corresponding time-
varying PSD. Detection is based on thresholding the power in-
tegral over the alpha band (7–13 Hz) with a threshold of 10
µV2/Hz. Block (b) presents PSD estimates (calculated with
traditional FFT based method) for the signals obtained by con-
catenating the EEG epochs where alpha activity was detected
(red) or not detected (blue).

The tracking speed of the Kalman smoother seems to
be fastest and an interesting gap in alpha rhythm is
observed after 9 seconds. The contents of this kind of
gaps is considered more closely in Fig. 4.

3.3 Detection of alpha rhythm of EEG

The aim of automatic EEG analysis is often the de-
tection of certain waveforms. Hence the performance
of the Kalman smoother on detection of alpha waves
of EEG is considered here. Fig. 4 (a) presents a time-
varying spectrum for an EEG sample of 15 seconds
measured from healthy subject having eyes closed. Al-
pha wave detection was obtained by thresholding the
power integral over the alpha band (7–13 Hz). The
threshold was set to 10 µV2/Hz. The performance
of the alpha detector was verified by concatenating
the EEG epochs where alpha waves were detected and
those were no detection was made. The PSD esti-
mates, calculated with a traditional FFT based peri-
odogram method, for these concatenated signals are
presented in Fig. 4 (c) verifying the absence of alpha
rhythm in the lower concatenated signal.

4 DISCUSSION

The Kalman smoother algorithm was applied to
tracking of nonstationary EEG. The performance of
Kalman smoother in tracking of alpha band character-
istics seemed to be most reliable compared to LMS and

RLS algorithms. Kalman smoother was also applied
to the detection of alpha waves of EEG with success.
Also two simulations were conducted showing clearly
the main advantages (smooth estimates without track-
ing lag) of Kalman smoother compared to other adap-
tive algorithms. The implementation and usability of
the Kalman smoother approach are straightforward.
The adaptation rate is adjusted simply by setting the
state covariance coefficient σ2

w.
One problem in modelling the data with adaptive al-
gorithms is the selection of the model order. For time-
invariant systems there exist various criteria for select-
ing the model order [9]. All these criteria are based on
the compromise between model fit and model complex-
ity. Also in the time-varying case there exist some cri-
teria for selecting the model order. For example in [10]
the use of Akaike’s information criterion (AIC) was
justified in the time-varying case under certain condi-
tions. However in the case of tracking alpha rhythm
of EEG the ARMA model of order p = 6 and q = 2
seems to be suitable. The same model order was also
used in [11], [12].
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ABSTRACT

In this paper, a sequential architecture for 8×8 inverse dis-
crete cosine transform (IDCT) based on row-column de-
composition is described. The sequential one-dimensional
IDCT kernel is derived by utilizing vertical projection to
fast IDCT algorithm. The matrix transposition network is
realized with a register-based sequential permutation net-
work and the resulting modular two-dimensional architec-
ture can be freely pipelined. Moreover, the accuracy of the
proposed architecture is analyzed in order to fulfil the IEEE
standard for 8× 8 IDCT.

1. INTRODUCTION

Discrete cosine transform (DCT) and its inverse (IDCT)
are widely used tools in digital signal processing. Sev-
eral architectures for DCT and/or IDCT implementations
have been proposed for multimedia purposes. Typically
high speed operation is achieved with the aid of parallelism.
In principle, parallel architectures can be developed by ex-
ploiting inherent spatial and/or temporal parallelism in fast
algorithms for DCT and IDCT. However, such algorithms
are often irregular, which may limit the exploitation level
of the parallelism. In addition to high data rates, the accu-
racy of the implementation is important; e.g., IEEE Stan-
dard 1180-1990 [1] defines accuracy requirements for two-
dimensional 8×8 IDCT implementations.

Direct mapping of algorithm will result in architecture with
both spatial and temporal parallelism. In general, the cost
of the implementation should be low, i.e., the resources,
especially number of arithmetic units, in the architecture
should be minimized. Exploitation of spatial parallelism
results in column architectures where operands are fed into
the architecture in parallel. The arithmetic units are recur-
sively used to compute the entire transform. Exploitation
of temporal parallelism, in turn, results in pipeline archi-

The first author acknowledges Nokia Foundation for financial sup-
port.

tectures (or systolic array) where data is fed into the ar-
chitecture sequentially. For this purpose the linear array
processor approach described in [2] can be used.

In this paper, a sequential two-dimensional IDCT architec-
ture is presented utilizing the principles used in architec-
tural derivation of fast Fourier transform [2]. Vertical pro-
jection is applied to signal flow graph of IDCT, which re-
sults in cascaded one-dimensional IDCT architecture. The
row-column decomposition is used for constructing two-
dimensional transform. The required matrix transposition
network is sequential and register-based with optimal num-
ber of registers. Due to the loop free structure, the archi-
tecture can be freely pipelined for improving throughput.
Furthermore, the internal word width requirements are de-
termined and analyzed for reaching the IEEE standard [1].

2. ARCHITECTURE

Architectural derivation is based on rescheduled constant
geometry DCT algorithm of type II presented earlier in [3].
Since the DCT is orthogonal transform, the corresponding
signal flow graph of IDCT in Fig. 1 is achieved by transpos-
ing the signal flow graph of the DCT. In addition, the signal
flow graph is flipped in order to have the operands for each
operation available when the result is needed. Such an ar-
rangement offers an advantage in serial realization; every
sample is not delayed in implementation thus decreasing
the latency. The coefficients di can be generated recur-
sively as

d1 =

√
1
2
, d2i =

√
(1 + di)

2
,

d2i+1 =

√
(1− di)

2
(1)

In order to reduce the dimensionality of the signal flow
graph, the vertical projection [4] is applied to the opera-
tional stages in Fig. 1; the stages are collapsed into a one
dimension resulting in basic sequential blocks. In order to
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Fig. 1. Signal flow graph of fast algorithm for inverse 8-
point DCT-II.

guarantee correct operation, the causality, i.e., the order of
computation should be concerned. Furthermore, the result-
ing processing element realizing only one operation simul-
taneously introduces the requirement of unambiguity.

The operational stages of IDCT algorithm in Fig. 1 are ac-
tually similar to stages in DCT algorithm in [3]. Thus, the
sequential basic blocks introduced in [3] can be utilized for
realizing the sequential IDCT kernel. The basic data pro-
cessing blocks needed in addition to multiplier are butterfly
unit and local subtraction unit, which is capable of perform-
ing the first operational stage of IDCT. The block diagrams
of the blocks are depicted in Fig. 2 (a) and (b).

The functionality of processing blocks in Fig. 2 can be ex-
plained as follows. In order to compute both operations
of butterfly, subtraction and addition, each sample is stored
for two sample periods introducing two storage elements
into butterfly unit. The computation of operations requires
one arithmetic unit that can be controlled to perform either
subtraction or addition. The local subtraction unit in Fig. 2
(b) passes samples through but when subtraction is needed,
it is computed between incoming and delayed value.

All the needed data reorderings in signal flow graph of
IDCT in Fig. 1 can be performed with a sequential permu-
tation network constructed of shift-exchange units (SEU)
as proposed in [5]. A shift-exchange unit of size K (SEUK)
depicted in Fig. 2 (c) is capable of exchanging data ele-
ments K samples apart in sequential data stream. In gen-
eral, perfect shuffle reorders elements of a sequence in such
a way that the elements of the first half of a sequence are

a) D
D

0
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x1x0 y1y0
b) D

0
1x1x0

x0S

c)

IN OUTK delays
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0
1 D D 0
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Fig. 2. Block diagrams of (a) butterfly unit, (b) local sub-
traction unit, and (c) shift-exchange unit of size K (SEUK).
D: Delay register
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Fig. 3. Block diagram and timing diagram of sequential
permutation network of 8-point perfect shuffle permuta-
tion. D: Delay register. ck: control signal.

interlaced with the elements of the second half of the se-
quence. In other words, perfect shuffle permutation of a
vector x = (x0, x1, . . . , xK−1)T results in a vector y =
(x0, xK/2, x1, xK/2+1, x2, . . . , xK−1)T . Now, a 4-point
perfect shuffle permutation can be realized with a single
SEU1 unit and an 8-point perfect shuffle with cascade of
SEU2 and SEU1 units as illustrated with a timing diagram
in Fig. 3. Apart from the global reorderings between the
operational stage, there is also a single local reordering,
i.e., exchanging of data elements two samples apart, before
first multiplications in the signal flow graph in Fig. 1. Such
a sample exchange can be realized with a single SEU2 unit.

By cascading the basic data processing and data reordering
blocks described previously, the sequential 8-point IDCT
kernel can be constructed as illustrated in Fig. 4. Each
unit in the 1-D IDCT architecture corresponds to a spe-
cific operational stage in Fig. 1. The loopfree structure en-
ables the efficient pipelining. It should be noted that the
pipeline registers are not included in Fig. 4. However, the
degree of pipelining is a compromise between latency and
throughput. Assuming that each arithmetic unit is followed
by pipeline register, the latency of one-dimensional IDCT
kernel equals to 17 cycles.

In two-dimensional IDCT architectures, which are based
on row-column method, silicon area may be consumed into
realization of the intermediate matrix transposition. The
implementation efficiency is mainly dependent on interpre-
tation of matrix transposition. The most straightforward
way to realize the matrix transposition is its direct interpre-
tation, i.e., rows in, columns out. However, such an ap-
proach will introduce double buffering with large silicon
area and increased latency, since every sample is stored be-
fore reading [6].

The other difference is the way of storing the samples, i.e.,
the realization may be either memory-based or register-
based. Here, the matrix transposition is realized with the
register-based sequential permutation network presented in
[7]. The corresponding structure and principal operation is
illustrated in Fig. 5. It should be noted that the network
is optimal from latency point of view since the maximum
distance of the element to be moved in sequence equals to
latency, which is 49 cycles.
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exchange unit of size k. BU: Butterfly unit. PS8: 8-point perfect shuffle permutation. Clock and control signals are
omitted for clarity.
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Fig. 5. Sequential 8×8 matrix transposition: (a) structure and (b) principal operation [7]. SEUk: Shift-exchange unit of
size k. KD: Shift register of size K.

3. ACCURACY ANALYSIS

The hardware implementations are often based on fixed-
point, i.e., fractional, number representation due to the area
friendly realization. This requires the scaling of interme-
diate signal levels for avoiding overflow during the com-
putations. Typically scaling without additional hardware
costs is done by rewiring, i.e., scaling factors are powers of
two. Due to the fact, that all the intermediate data vectors
are passed through multipliers in the proposed architecture,
the signal levels can be adjusted at multipliers. This, on
the contrary, allows scaling factors to be selected with finer
resolution without additional hardware costs.

In the realizations of fixed-point number representation, the
main error is caused by the finite word width in the interme-
diate arithmetic. This error is also known as quantization
error. A test suite for the accuracy analysis of the proposed
IDCT architecture is made according to the IEEE Standard
1180-1990 [1].

The performance of the pipeline architecture based on the
IDCT algorithm shown in Fig. 1 is analyzed with simu-
lations. First, six random test data sets are generated as
specified in IEEE standard. Next, the proposed architecture
is simulated with different word widths for estimating the
error behaviour. Furthermore, two different quantization
methods, rounding to the nearest integer and truncation of
two’s complement (“rounding towards minus infinity”) are
utilized. The coefficients di are rounded to the same word
width as the internal data.

The obtained error values, mean error and mean square er-
ror per pixel and overall mean error and mean square error,
are presented in Fig. 6 with different word widths. Overall
mean square error reveals to be the limiting factor in simu-
lations and, thus, 17 bits are required to fulfil the specifica-
tion if rounding is used. It should be noted, however, that
this method is more expensive from implementation area
point of view.

If the hardware optimal quantization method, i.e., the trun-
cation of two’s complement is utilized, 22 bits are required
for internal arithmetic. The quantized values are biased al-
ways towards minus infinity and, therefore, the sign of the
error is negative at each pixel location. This removes the
variance present in rounding method and makes the mean
error value almost the same as the mean square error. Word
width can be reduced if the error with opposite sign can be
generated, i.e., introduce some variance to the error.

4. CONCLUSION

In this paper, a pipeline architecture for 8×8 IDCT is pro-
posed. The architecture is based on row-column decom-
position where the IDCT kernel is obtained by projecting
the signal flow graph of fast IDCT algorithm vertically.
The matrix transposition is realized with register-based se-
quential permutation network with optimal number of reg-
isters. The architecture can be freely pipelined for increas-
ing throughput. The internal word width requirements in
case of fixed-point realization was analysed with the aid of

 

34 



a) 16 17 18 19 20 21 22
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07
Pixel Mean Square Error, max

b) 16 17 18 19 20 21 22
0

0.005

0.01

0.015

0.02

0.025

0.03
Overall Mean Square Error

c) 16 17 18 19 20 21 22
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

Pixel Mean Error, max

d) 16 17 18 19 20 21 22
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

x 10
-3 Overall Mean Error

Fig. 6. Error behaviour of the proposed architecture as a function of internal word width: a) pixel mean square error, b)
overall mean square error, c) pixel mean error, and d) overall mean error. Line with squares: rounding, line with circles:
two’s complement, and the solid line: requirement of the IEEE Standard.

simulations. The architecture requires internal word width
of 17 bits with rounding and 22 bits with truncation of two’s
complement to satisfy IEEE Standard 1180-1990. The two-
dimensional IDCT architecture yields arithmetic complex-
ity of 6 multipliers, 6 adder/subtractors, and 4 adders. The
overall latency with pipeline stages of single arithmetic unit
is 83 system cycles.
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ABSTRACT 

 
In Europe Digital, Interactive Television (digiTV), based 
on the Multimedia Home Platform (MHP) [1] as specified 
by the Digital Video Broadcast (DVB) group, is going 
"on-air" in the next few months and seems to be a rich 
platform for the next generation of television. The MHP is 
an excellent starting point in the development of services 
and covers a complete technical solution of technologies 
involved in digi-TV. Service and content development will 
be the major issues in enhancing this new type of 
multimedia. This paper describes our research work and 
results done within the FutureTV project, to enrich this 
platform with value added, content synchronized 
applications and their development. 
 
 

1. INTRODUCTION 
 
Fig. 1 shows an overview of the sub-parts of the FutureTV 
project done at the Digital Media Institute, Tampere. It 
can be divided in three major groups: Transmission Media 
and Transport Protocols, Application Development 
Environments, and Value Added, Content and Content 
Synchronized Applications. 
 

 
Fig. 1. FutureTV’s Sub-Projects. 
 
The following sections will describe them more detailed 
and allow a quick overview of our experiences and results 
done to converge digiTV to a complete integrated 

multimedia solution.  
 

2. TRANSMISSION MEDIA AND TRANSPORT 
PROTOCOLS 
 

A complete digiTV environment utilizes two different 
network channels. The high-bit-rate broadcast channel 
carries a MPEG2 Transport Stream (TS), which consists 
of multiplexed audio, video, and data. Data can be 
arbitrary, such as objects, applications, content 
information, service content, applications, etc. On the end-
user side the first essential task is to retrieve information 
about the stream structure, to be able to access its content.  
 

 
Fig. 2. SI Decoder. 
 
The information needed for this process is called Program 
Service Information (PSI). Additional information about 
stream content, pure data transmission and its description, 
and content can be found in DVB-Service Information 
(DVB-SI). This part of the project focused on the 
signaling of DVB transmissions, live stream access from a 
satellite receiver card, and transmitting of signaling 
information over the Internet. The data is organized and 
described in tables, which are split into a stream of 
sections encapsulated within TS packets. On the client 

   

  39 



side, the whole SI has to be decoded to demultiplex the 
content of the TS, and to be stored in a database from 
where it can be accessed by applications that rely on SI.  
 
The current SI decoder can be configured to retrieve SI 
from different sources: satellite receiver card, data 
storage, or the Internet by utilizing RTP or UDP as 
transmission protocol. The sources deliver a MPEG2 TS 
or a section stream that has to be filtered to obtain the 
different tables and their content, encoded as descriptors. 
 
The Digital Audio-Video Council (DAVIC) standard 
specifies this major integral task and defines how 
interfaces between SI sources and higher application 
layers have to look like. The current software system 
implements a subset of DAVIC’s reference APIs. Where 
DAVIC standards mainly cover access to sources and 
filtering aspects, MHP defines how SI tables and their 
content can be re-assembled and stored in a database. The 
current implementation is capable of this task and 
provides a simple database for accessing SI 
asynchronously. The SI framework has different use 
scenarios: firstly a common used scenario is where SI 
feeds the navigator for visualizing services deployed 
within the TS multiplex; secondly as centralized server 
home solution for distributing SI in a LAN environment; 
and last as multicast source for TV-on-demand solutions 
by utilizing real-time streaming protocol solutions. 
 

3. VALUE ADDED, CONTENT AND CONTENT 
SYNCHRONIZED APPLICATIONS AND THEIR 

DEVELOPMENT 
 
Xlets, the lightweight version to Applets in web-based 
applications, represent the basic structure for digi-TV 
applications. Their life cycle is well defined and they 
provide comprehensive solutions for distributing 
applications to MHP compliant devices over the 
interaction- or broadcast-channel. Based on this technical 
solution sample content synchronized value added 
services have been developed and tested on currently 
available MHP compliant devices: Firstly an "Electronic 
Postcard Application" enables end-users to send and 
retrieve the electronic version of postcards over this 
platform; Secondly a hockey demonstration shows how 
content data can be synchronized with video and audio 
content of a hockey game; third - based on the 
experiences of the previous projects - how MHP 
compliant application development and the component 
based paradigm could enhance the process of compliant 
software development.  
 
3.1. Hockey Demonstration 
 
The Hockey-Demonstration illustrates how information 
about players, game scores, etc. can be retrieved and 
synchronized with a video/audio broadcast of a currently 
running game. Future trends in user-interface design, 
content synchronization, information access has been 

shown. The implementation allows stopping, pausing, fast 
forward playback, and browsing through the information 
during a digiTV broadcast. The whole framework is based 
on pure Java and utilizes the Java Media Framework API 
and MHP compliant APIs. 
 

 
Fig. 3. Hockey Demonstration. 

 
3.2. Electronic Postcard Exchange Tool 
 
A more functionality-oriented development of an 
Electronic Postcard Exchange Tool has been established. 
The basic idea is to be able to exchange simple greeting 
cards over a MHP compliant device. It allows the end-
user to load motives from multiple sources, manage the 
cards via a card management system, various transmission 
protocols (e.g. SMTP, POP3, etc.), and editing greeting 
texts.  
 

 
Fig. 4. Electronic Postcard Exchange Tool 

The motives can be accessed either from the broadcast or 
interaction channel, hard disk, or from a linked camera. 
 
3.3. Converging digiTV with the Component-Based 
Software Development Paradigm 
 
Based upon the previous applications the goal was to 
present a complete solution for combining different 
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multimedia entities, such as graphics, text, video, audio, 
data, and interaction possibilities within a component 
based development software editor. Application 
development enhancements considers the following 
question: "How can services for MHP compliant 
platforms developed more rapidly and provide an integral 
solution for content, rather than application 
development?", was the question considered by this group 
of the project. Involving component-based paradigms into 
the life cycle of the software-development of digi-TV 
services should provide a generic, reusable framework for 
rapid content production and service deployment. 
 
Fife major groups have been identified, that are involved 
in the process of developing MHP compliant software: 
Creative Content Contributors or authors focus on the 
development of content and not on underlying software 
and hardware technology. Content Management deals 
with the production and re-production of content by 
utilizing a content repository. It compromises content 
acquisition, authoring, service management, multi-
platform support, the production of multiple services, 
managing the interaction between end-user and content, 
providing a set of rules and processes for content 
navigation, and life-cycle issues. The maintenance and 
realization of components is obeyed by the Application 
Programmer. His responsibility is to deploy a well tested, 
domain dependent, and utilizable set of components that 
are utilized by the content contributors or application 
engineers. The later group - the Application Engineers - 
interconnects and parameterizes single entities taken out 
of a component repository by utilizing an appropriate 
component-authoring tool. The development of the whole 
component based framework is the main responsibility of 
the Architecture Group, which designs, defines, and 
specifies the completely component-based repository. 
 
A component-based application development approach 
seems to provide several advantages in comparison to 
current solutions: it gains productivity, minimizes 
required coding, allows visualized programming, reduces 
time-to-market, involves software behavior models, re-use 
of software sub-parts, and the development of a 
concurrent component repository. The aim of this research 
group was to point out how such a framework might look 
like, by utilizing the Unified Modeling Language (UML), 
the JavaBeans concept, and exploring visualized 
programming environments. 
 
4. ELECTRONIC IDENTIFICATION AND SECURE 

APPLICATIONS 
 
The basic considered question was how it is possible to 
guarantee a secure environment for the end-user. Two 
aspects where covered by our research work: electronic 
identification and secure applications. 
 
Electronic Identification (EID) based on a smart card 
solution allows identity proving of the end-user and secure 

transmissions between him and a third party. This 
provides comprehensive solutions for secure transaction 
management. To prevent applications causing damages to 
the digi-TV system a mechanism have to be introduced, 
validating the authentication and rights of one application. 
Therefore, our research work tried to evolve strategies for 
chain-of-trust based, certified applications and introduced 
security mechanisms to restrict resource access rights. 
 

 
Fig. 5. Electronic Identification 

 
To converge Electronic Identification (EID) with MHP 
based digiTV environments allows identification of the 
end-user based on a identification card. EID compromises 
solutions for electronic identification and digital 
signatures. The current implementation was tested and 
deployed firstly for a PC environment, where reusability 
and full MHP compliance were major integral 
requirements. 
 
The development was divided in three steps: The first was 
to test and explore the possibilities of the EID card; by 
utilizing, the Java based OpenCard Framwork (OCF) as 
interface between card reader and the application. The 
second step extended this solution to a fully network 
solution of a lotto application, that should ensure secure 
transfer and identification of the end-user. The final step 
was the deployment of the application onto a fully MHP 
compliant device, therefore was migrated to an Xlet and 
embedded in a DVB-J application. 
 
4.1 Secure Applications 
 
With the introduction of Java JDK 1.2 a more flexible 
possibility was given for tailoring the security manger to 
fit own needs and to emphasis secure application 
development. The MHP defines both, keystore creation, 
and certificate factory therefore provides a unified 
solution for the realization of certified Xlets, remote 
resource access within certain access rights, and involving 
trusted java source code. 
 
The strategies, how rights are assigned to applications is 
defined firstly by MHP, OS level pre-defined 
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configuration, and run-time assignments by authorized 
authorities. They rely on three different types of messages: 
Cryptographic hash codes, Signatures delivered by a 
master hash code, and certifications to enable the Chain of 
Trust. 
 

 
Fig. 6. Secure Applications 

Once an application requests some additional rights, the 
procedure goes as shown in Figure5. The security 
manager will read all specified policy files and evaluates 
for this application whether rights can be granted; if yes, 
the code execution continues as desired, in case of an 
authentication failure any continuation is not permitted. 
 
A MHP compliant demo application is currently under 
development and will be used to illustrate secure 
application development and show, how different security 
settings enhance security policies for this platform. 

 
5. CONCLUSIONS AND FUTURE WORK 

 
We presented our research work done within the 
FutureTV project and pointed out firstly, which 
enhancements in MHP still have to be made and how 
common applications could look like. MHP is going to be 
realized, but it will highly depend on the customer which 
services he accepts and whether television stays a pure 
broadcast medium or shifts to a full interactive 
multimedia home platform. Fore more detailed 
information about our research work, we would like to 
reference to your publications [2, 3, 4, 5, 6, 7, 8]. 
 
Our future research work focuses on the enhancement of 
application development, emphasizes security and 
identification issues, and will try to find possibilities and 
limitations given by MHP to develop content and services. 
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ABSTRACT

Future multimedia communication products require
system chips that provide sufficient computing capacity
and configuration flexibility for achieving interoperability
between different communication systems and support for
various multimedia signal processing standards. A
flexible DSP platform that utilises pre-designed IP cores,
such as DSP and RISC processors, advanced
coprocessors for critical functions and configurable
memory organisation is presented. ADSL, HiperLAN2
subset and MPEG2 decoding algorithms have been
analysed as a basis of IHIP architecture design. The
initial performance results look promising and it seems
that the IP block based configurable architecture could
provide satisfactory performance for various types of
workloads.

1. INTRODUCTION

Future multimedia products must be capable to provide
both high computational capacity and effective execution
of different kinds of algorithms and applications.
Algorithmic complexity of DSL (digital subscriber line),
mobile and wireless communication standards are
increasing heavily [1, 2]. Interoperability of different
systems, such as UMTS (universal mobile
telecommunication system) and WLAN (wireless local
area network), and a need to support various compression
and source coding standards, such as MPEG4 and MP3,
set demanding requirements for processing platforms [3,
4, 5].

Integrated computer systems, e.g. system chips have been
the kernels of telecommunication products. Integration
capacity of System Chip technology is developing rapidly
[6]. The capacity of a single chip doubles in every 18
months according to Moore’s law and within next years,
tens of complete computer systems can be integrated into
a single ASIC. It will mean that a high-performance PC
with memories can be scaled down to a single system on
chip that has both capabilities to base-band and
application processing.

The development of system chips is a huge effort even to
best organisations. The reuse of existing designs and
procurement of intellectual property make design more
effective. The IP (intellectual property) based design
requires standardised ways for interconnecting different
virtual components [7]. Platform based design have been
proposed as a solution for design complexity management
[8]. Manufacturing integration platforms provide
implemented hardware resources that can be used in the
various applications. The application can be designed
using hardware or software configuration or both [9].

The research hypothesis in this paper is that by combining
ideas from configurable architectures and intellectual
property based design it is possible to have effective
platform architecture for various types of algorithms and
applications. The key issues in the design of flexible DSP
platform are the analysis of application characteristics and
the evaluation of platform performance.

2. APPLICATION CHARACTERISTICS

There are basically three different categories of signal
processing, when using the data timing characteristics for
classification: stream, block and sporadic data processing.

In stream based processing, size of incoming data token is
usually small (from few bits to few bytes), token arrive
periodically or, at leas1t in some degree, predictably. Data
is processed in many stages and SAR (segmentation and
re-assembly) functions between stages are common.
Number of operation for data token in each stage is
usually quite small. Streaming data processing is be done
most naturally in pipelined processing architecture,
because the SAR functions can be implemented in
between pipeline stages and pipelining is associated with
high data throughput requirements. Due to high
throughput requirements, stream based processing
requires fast clock speed, small but fast buffer memories
between stages and solid method of inter-process or inter-
stage synchronisation. Examples of stream based
processing in this paper are HiperLAN2 and ADSL base-
band processing.

In block based processing data tokens to be processed are
large, ranging from hundreds of bytes to thousands or
even millions bytes. This causes number of requirements
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for processing architecture. Data transfers happen in long
bursts with inactivity times in between, which causes
requirements for peak bandwidth of buses. Address space,
memories, and memory bandwidth must also be large.
Block based processing usually allow data parallel
processing with MIMD (multiple instructions, multiple
data) or SIMD (single instruction, multiple data) type of
processors.

In Internet era, a hybrid form of streaming and block
based data processing has emerged with the internet
protocol based communications. Implementations of
physical and data link layer manifest streaming
characteristics, but network layer manifests block based
processing characteristics with large packet sizes, large
memory requirements associated with ordering and error
detection codes for whole packet. Therefore current and
especially future Internet infrastructure requires
programmable signal processing platforms that are well
suited for both types of processing.

Most difficult form of data processing is sporadic data
processing. Size of data token is predictable but only
worst case estimates and some statistics of data arrival
rate is known. If hard real-time requirements are
associated for this type of data processing, architecture
must be designed for the worst case. This however may
leave significant resources idle for most of the time. For
achieving acceptable power consumption, chip should
comprise of several parallel blocks where clocking of
unneeded blocks can be switched off. Other solution is the
use of adapting clock speed.

1.1. ADSL, HiperLAN2 and MPEG2

Case examples for flexible DSP platform are ADSL and
HiperLAN2 processing and MPEG2 video decoding.

Programmable implementation of ADSL remote modem
requires approximately 900-1300 MOPS (millions of
operations in second) on typical DSP processor with
MAC (multiply-accumulate) unit [1].

The estimated resources for HiperLAN2 modem in
simplest case (6Mbit/s data-rate, BPSK modulation
scheme) are around 600 MOPS for transmitter and 850
MOPS for receiver, excluding the Viterbi-decoding [4].

As block based processing example, MPEG-2 MP@ML
video decoding at 30 frames per second sampled in
YCrCb 4:2:0 and MP3 audio or MPEG2 audio is
considered [5]. The most essential design parameter
considering MPEG-2 video decoding is the high memory,
memory bus and system bus bandwidth requirements.
Raw uncompressed data stream bandwidth is 15 Mbits/s
but internal communication results in huge bandwidth
requirement. The amount of needed memory is at least 16
Mbit. The required processing resources estimation of the
video decoding is estimated to be 620-750 MOPS [10].
This could, however, to be somewhat less since estimates
were based on general-purpose processor and the
multiplication was estimated to take 4 clock cycles. With

VS56000 DSP, multiplication can be done in single clock
cycle.

3. IHIP ARCHITECTURE

Case example presented in this paper is the IHIP
(information highway interface platform) chip. The IHIP
consists of RISC computer that is based on of Leon 32-bit
SparcV8 RISC core designed by European Space Agency,
and DSP cluster with four VS56000 24-bit fixed point
DSPs and Viterbi and FFT coprocessors. The basic
architecture is shown in Fig. 1.

In addition IHIP chip has a DMA unit, 16 Mbit on-chip
memory and an interface to external bus. Components are
connected with 32-bit AMBA (Advanced Microcontroller
Bus Architecture) bus that supports pipelining bus
accesses, split transactions, burst transactions and
multiple bus-masters. Leon core can also access the
memory blocks of DSP cluster in some operation modes.
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Fig. 1 IHIP Architecture

The components in the chip are introduced into the design
as third party IP-blocks (intellectual property). These
individual blocks are connected to the system bus via
VSIA OCB (on-chip-bus) wrappers so the system bus can
be modified or changed if needed without modifying the
IP blocks and vice versa [7, 8].

In the DSP-cluster, the cores are connected with a
configurable shared memory system (each core can access
64 kwords of memory per bus). There are four memory
banks for each X and Y data buses and four 16kword
segments in each bank. Each 16kword segment can be
mapped to any processor or even for all processors at the
same time. All processors can access to same piece of
memory when needed or make a pipeline from one
processor to another.

Two co-processors are needed in most computing
intensive tasks of applications. For ADSL’s FFT and
IFFT there is an IP-block that can calculate 256-point
complex to complex transformations. For the Viterbi-
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decoding in HiperLAN2 receiver, there is a dedicated IP
block.

The estimated processing capacity of the chip is at GOPS
(giga operations per second) range. The chip is targeted to
0.13µm (or even more advanced) CMOS process
technology that has ability to implement large on-chip
DRAM memories. Target clock frequency is 200 MHz,
which would provide 200 MIPS per DSP processor core
and 200 MIPS for the Leon RISC core. The main on-chip
DRAM memory would be 16Mbit and the used clock
frequency would provide a peak bandwidth of 6400
Mbits/s for AMBA bus. The conceptual design and
VHDL and SystemC implementation so far has been
made without concerning too much on the technology
constraints, as the chip is supposed to use future state-of-
the-art technology process.

1.2. Configurable memory system

The configurable shared-memory system has three basic
configurations, but the architecture allows others too.

− In parallel mode each DSP processor has private data
and program memories.

− In pipelined mode memory is configured so that a
core feeds a shared memory segment and another
reads from the same segment.  In Fig. 2, and example
of pipeline configuration is shown. DMEM means
data memory and PMEM program memory.

− In concurrent mode, common memory banks are
mapped for all cores.

DSP 4

PMEM

DSP 3

PMEM

DSP 1

PMEM

DSP 2

PMEM

DMEM DMEM DMEM DMEM DMEM

Input buffer Output Buffer

Fig. 2 DSP Cluster in pipeline mode.

Inter-processor synchronisation is achieved by reserving
the 64-word peripheral memory area from DSP core’s X-
bus. These registers are used as semaphores or status
registers between DSP cores and the Leon.

1.3. Operation modes and control

The basic idea in the control of IHIP architecture is that
the LEON core controls DSP clusters operation, operation
mode changes and configuration changes. There are four
possible states:

− In the initialization state the basic system checks are
performed.

− In operation mode change state the program and data
are loaded to DSP cluster and system is configured
according to operation mode

− In operation mode data is processed at DSP Cluster
and RISC computer. During the operation the
configuration of the memory system does not change.

− In configuration change mode, the memory
configuration is changed. This used for transferring
data between processing units.

The state of DSP cluster is controlled via the status
registers and interrupts. The platform control must be
explicitly programmed. The benefits are full control over
the execution and possibility to fully exploit the capacity
of DSP cluster.

1.4. Operation scenarios

 In ADSL modem mode, one DSP core acts as transmitter
and three DSP cores and RISC core are allocated to
receiver side. The FFT block is also required for the
receiver. In the receiver side two DSPs handle Reed-
Solomon decoding, FFT-block handles fast Fourier
transformation and RISC core and the remaining DSP
handle the rest of the processing. The shared memory of
the DSP cluster and FFT in the receiver side is configured
as pipeline to allow easy data transfer and synchronisation
between processing stages.

In HiperLAN2 case, two DSP cores are allocated on the
transmitter side and two DSP cores, RISC core, FFT-
block and Viterbi-decoder are allocated for the receiver
side. The processing and memory bandwidth
requirements are so high that additional FFT block might
be needed, but this is confirmed in further simulations.
The shared memory and co-processor blocks are
configured as two parallel pipelines, one pipeline
consisting of transmitting side DSP cores and possible
additional FFT block and the other pipeline consisting of
receiver side DSP cores, FFT-block and Viterbi-decoder.

In MPEG2 case DSP cores handle the IDCT (inverse
discrete cosine transformation) and the RISC core handles
other tasks. The shared memory of the DSP cores is
configured as concurrent mode, where all cores can
access same data.

4. EVALUATION OF ARCHITECTURE

Initial performance estimations suggest that ADSL and
MPEG-2 fit in to the IHIP architecture easily. However if
a Reed-Solomon decoder would be implemented as
additional IP block it would take 400 MIPS of processing
burden off the DSP cores. The HiperLAN2 might need
additional FFT block to allow both receiver FFT and
transmitter IFFT to be processed in hardware co-
processor. These open questions should have an answer
after further simulations are done.

   

  45 



The register-based configuration of DSP cores, the DSP
shared memory and co-processors is very software
friendly and intuitive and the programming of the chip is
very similar to a single embedded RISC processor
programming. The problematic software development for
the DSP cluster is not yet tackled.  For the DSP shared
memory, the programmable switch matrix approach is
proving to be very efficient solution to add flexibility to
architecture.

The 16Mbit of on-chip memory is very challenging part
of the design, although IBM provides up to 16Mbit of
embedded DRAM memory blocks even today [11]. Also
the clock frequency of 200 MHz for the DSP cores and
the Leon core might not be feasible.

There is also an option of changing the processor cores to
achieve better performance. The Leon RISC core could be
exchanged for a more state-of-the-art ARM or MIPS
processor core and 24-bit VS56000 DSPs could be
changed to floating point or 32-bit fixed point cores. The
current choice of cores is partly done because of the easy
availability of VHDL implementations of the cores.

5. CONCLUSIONS

A flexible DSP platform that utilises pre-designed IP
cores, such as DSP and RISC processors, advanced
coprocessors for critical functions and configurable
memory organis ation is presented.  The proposed
architecture can be configured so that execution of
various workload patterns is efficient so that unnecessary
on-chip communication load can be minimised. The
control solution for DSP cluster and configuration
management approach seem to provide good basis for
software development.

ADSL, HiperLAN2 subset and MPEG2 decoding
algorithms have been analysed as a basis of IHIP
architecture design. The initial performance results look
promising and it seems that the IP block based
configurable architecture could provide satisfactory
performance for various types of workloads.

The implementation complexity of IHIP chip has not been
studied yet.  The next step is to implement development
and verification platform for the architecture and to study
in detail the operation of architecture and application
mapping issues.
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ABSTRACT

This paper presents new propositions to audio restoration
and enhancement based on Sound Source Modeling (SSM).
The main motivation is to take advantage of prior informa-
tion of generative models of sound sources when restor-
ing or enhancing musical signals. We describe a case
based on the commuted waveguide synthesis algorithm for
plucked string tones and devise a scheme to extend the
bandwidth of guitar tones. Then, we study the de-hissing
of guitar tones and propose a scheme in which the band-
width extension method is applied as a post-processing
stage to a spectral-based de-hissing procedure. Accord-
ing to our experiments, this is effective for the reduction
of common side-effects associated with spectral-based de-
hissing methods, such as musical noise and signal distor-
tion.

1. INTRODUCTION

Signal modeling techniques have been widely used in au-
dio restoration purposes. In these techniques, the analysis
and synthesis parts of the processing only deal with the
information available in the surface presentation of audio
signals. However, audio analysis and synthesis can also
consider how the sound elements are structured in the au-
dio signal [1]. This kind of approach asks for better un-
derstanding of the human auditory perception, as well as
deeper representations of sound sources, which, in fact, are
important requirements for the actual challenges of the au-
dio signal processing field, such as sound source recogni-
tion, sound source separation, automatic transcription and
musical retrieval [2], content-based coding, and sound syn-
thesis [3].

In principle, a content-based audio analysis would help
to distinguish between a noise-like signal component to be
preserved, and a degrading noise to be removed. This pos-
sibility could guide further choices of the signal compo-
nents to be reconstructed in the synthesis part. Addition-
ally, SSM allows taking advantage of previous knowledge
of the model parameters associated with a high quality in-
strument sound to enhance the sound quality of a poorly
recorded instrument. However, the practical usage of SSM
is still limited to some specific cases, e.g., analysis and
synthesis of monophonic instrument sounds.

In this paper, we show that it is possible to reconstruct
the high frequencies either lost or severely degraded in the
recording process, since high quality synthesis models for
plucked-string tones are available, providing prior knowl-
edge of their frequency content. Our problem is restricted
to the synthesis stage, since only single acoustic guitar
tones are considered. For the SSM of plucked strings, a
simple commuted waveguide synthesis (CWS) algorithm is
employed [4, 5]. This choice allows obtaining the model
parameters by analyzing recorded tones [6]. The study pre-
sented here is divided basically in two parts: a proposi-
tion to extend the bandwidth of originally bandlimited gui-
tar tones, and a de-noising scheme for guitar tones which
mixes a traditional spectral-based de-hissing method and
SSM.

2. STRING MODEL

The function of the vibrating string model is to simulate the
generation of string modes after the plucking event. Con-
sidering an isolated string, its behavior can be efficiently
simulated by the string model illustrated in Fig. 1, whose
transfer function is given by

� � � � � �
� � � � 	 � � � � � � � � � � (1)

where � � and
� � � �

are, respectively, the integer and frac-
tional parts of the delay line associated with the length of
the string, � .

� � � �
is called the loop filter and it is in

charge of simulating the frequency dependent losses of the
harmonic modes.

In this work, the loop filter is implemented as a one-
pole low-pass filter with transfer function given by

� � � � � � � � �
� � � � � � � (2)

The magnitude response of the filter
� � � �

must not
exceed unity in order to guarantee the stability of

� � � �
.

This constraint imposes that � � � � � and � � � � � � .
The presence of the fractional delay filter,

� � � �
, is in-

tended to provide a fine tuning of the fundamental fre-
quency by precisely adjusting the length of the string. In
this work, it is implemented as a fourth-order Lagrange
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Fig. 1. Block diagram of the string model.

interpolator FIR filter [7]. In this configuration, the string-
model transfer function, " # $ % , is completely defined by the
length of loop delay, & , the loop filter parameters, ' and ( .

The value of & is obtained by

& )
* +

,* - . (3)

where
* +

the the sampling rate of the analyzed signal, and,* -
is an estimate of the fundamental frequency of the tone.
The parameters of the loop filter are obtained by first

estimating the decay rate of the harmonics. Then, the re-
sulting loop gains are used as a target magnitude response
for the loopfilter. A detailed description of the procedures
used to estimate the string model parameters can be found
in [6].

The excitation / 0 1 2 # 4 % , shown in Fig. 1, is obtained
by inverse filtering the guitar tone through the previously
estimated string-model.

3. BANDWIDTH EXTENSION OF GUITAR TONES

In this section, the problem of reconstruction of missing
spectral information in guitar tones is addressed within the
SSM approach. The connections between bandwidth ex-
tension and audio restoration appear in two cases: to over-
come the intrinsic bandwidth limitations of old recording
systems in capturing the audio source, and to reconstruct
the spectral information lost during a de-noising proce-
dure.

Let us consider a single guitar tone which was lowpass
filtered in order to remove the high frequency harmonics,
while preserving the fundamental frequency as well as a
few harmonics. The first step of the bandwidth extension
procedure is to estimate the string-model parameters [6].
Due to the simplicity of the string-model we are employ-
ing, and perceptual aspects [8], it is acceptable to analyze a
similar fullband guitar tone to overcome the impossibility
of estimating the decay rate of the missing harmonics.

Based on the CWS properties, the tone can be inverse
filtered resulting in an excitation, / 0 1 2 # 4 % . If the ana-
lyzed tone is already lowpass filtered, the corresponding

/ 0 1 2 # 4 % will have a lowpass characteristic as well. This
means that we need to provide extra energy to the excita-
tion in order to fully excite the string-model modes.

A possible way to achieve that consists of adding to the
attack part of the excitation an artificially generated pluck-
ing event, / 5 6 7 8 9 # 4 % , as illustrated in Fig. 2.

A suitable option for / 5 6 7 8 9 # 4 % is to generate an impul-
sive noise burst, for instance, by windowing a zero-mean

String
Model

Signal
Output

k( )e
CWS

k( )epluck

+

Fig. 2. Bandwidth extension scheme.

Gaussian white noise sequence. However, it would be de-
sired that the additional noise burst, composed with the fil-
tered excitation, could emulate a typical spectral behavior
of the attack part of an excitation corresponding to a full
bandwidth tone. This can be achieved by coloring the noise
burst sequence according to known information about typ-
ical spectral characteristics of guitar bodies.

The generation of the noise burst, which simulates a
plucking event, is carried out as depicted in Fig. 3. The
input sequence, : # 4 % , is a zero-mean Gaussian white noise
sequence, the filter ; # $ % is a coloring filter, whose magni-
tude response must approximate the spectral envelope of
the very beginning of a full bandwidth excitation. The
highpass filter < = 5 # $ % is optional and can be included to
compensate for the unnecessary addition of energy within
the effective bandwidth of the analyzed tone. The gain fac-
tor > controls the local signal-to-noise ratio (SNR) at the
part of the excitation to be modified.

z( )Hhp
k( )epluckk( )n z( )

α
E

Fig. 3. Generation of the synthetic plucking event.

The capability of the previously described method to
extend the bandwidth of guitar tones is illustrated in Fig. 4.
In this example, a test signal consisting of an ? @ tone with
fundamental frequency of 347 Hz, sampled at 22.05 kHz
was used. The tone was lowpass filtered using a A B A C D
order equiripple FIR filter with cutoff frequency at 1 kHz,
transition band of 1 kHz, and attenuation of 80 dB on the
rejection band. Filter ; # $ % was chosen as a second-order
resonator tuned at 200 Hz. This frequency corresponds to
the lowest mode of the top plate of the guitar body [9]. The
radius of the poles was arbitrarily set to 0.8. With these
parameters, the frequency response of ; # $ % approximates
the spectral envelope associated with the attack part of a
full bandwidth excitation. The highpass filter < = 5 # $ % was
not included. Finally, the noise burst was multiplied by a
Hanning window of 600 samples, scaled, and added to the
attack part of the excitation.

Based on informal listening tests, it was observed that
coloring the noise burst has an important effect on the qual-
ity of the timbre of the resynthesized tone. The timbre of
the resynthesized tone also varies depending on the power
of the noise burst, which can be adjusted to produce a cer-
tain local SNR at the attack part of the excitation. Ad-
ditional tests were performed on the same guitar tone but
with bandwidth limited to 500 Hz and 3000 Hz. The ob-
tained results were similar to that of the previous case.
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Fig. 4. Time-frequency analysis of the original tone (top),
the lowpass filtered tone (middle), and the resynthesized
tone (bottom).

4. SSM AND DE-NOISING OF GUITAR TONES

Usually, spectral-based de-hissing methods suffer from a
difficult tradeoff between the reduction of the noise effects
and the introduction of distortion in the restored signal [10,
11]. The results of the SSM-based bandwidth extension
of guitar tones, described in Section 3, can be useful in
the de-hissing problem. The hard tradeoff between noise
reduction and preservation of the signal information can
be softened on the grounds that the spectral content can
be reconstructed afterwards if a sound source model and a
synthesis algorithm are available for the analyzed signal.

A possible option to remove the noise effects from a
guitar tone corrupted by zero mean white Gaussian noise is
to de-hiss it through a spectral-based method using an over-
estimated value for the variance of the corrupting noise.
However, the side-effect of this approach is to end up with
an oversmoothed restored tone which lacks high frequen-
cies. A remedy to the oversmoothing effect is to apply

the SSM-based bandwidth extension to recover the signal
information that was lost due to the aggressive de-hissing
procedure.

The previous two-steps strategy was found to be effec-
tive to de-hiss guitar tones, as can be seen in Fig. 5. In this
experiment, a zero mean white Gaussian noise sequence
was added to the test guitar tone and its variance was ad-
justed to produce a global SNR of 20 dB. As can be seen in
the top plot of Fig. 5, the noise masks the high-frequency
harmonics of the tone.

The first step of the restoration procedure consisted
of de-hissing the noisy signal through a Wiener filtering
scheme, as described in [11]. Here, signal frames of 256
samples were used with an overlap of 50%.The noise vari-
ance was estimated in the frequency domain by taking the
mean value of the upper quarter of the power spectrum.
Additionally, a gain was assigned to the noise variance es-
timate. This gain, which hereafter will be called noise floor
gain, worked as a control parameter for the amount of noise
to be removed.

Considering the Wiener filter configuration and the test
signal used in this experiment, it was found that a noise
floor gain of 30 suffices to almost eliminate the residual
noise effects in the restored signal. This can be verified in
the middle plot of Fig. 5, as well as the strongly smoothed,
i.e. lowpass filtered, characteristic.

The last step consisted of extending the bandwidth of
the previously de-hissed guitar tone using the SSM-based
scheme described in Section 3. The same approaches to
estimate the string-model parameters and to generate the
additional excitation signal were employed in this exper-
iment. These choices were found to generate a restored
tone whose timbre is similar to that of uncorrupted tone,
without the annoying effects of the residual noise as can be
seen in Fig. 5 (bottom). Sound examples are available at
URL: http://www.acoustics.hut.fi/publications/papers/
fs01-ssm/

5. CONCLUSIONS

In this paper, the enhancement of guitar tones was pre-
sented within a sound source modeling framework. First,
it was shown how the reconstruction of spectral informa-
tion in guitar tones can be attained by means of SSM tech-
niques. Then, the SSM-based bandwidth extension scheme
was applied as a post-processing stage after a traditional
spectral-based de-hissing method. The obtained results for
both the bandwidth extension and the de-hissing experi-
ments demonstrate that the proposed schemes are effective
in improving the perceptual quality of the restored tones.

Although showing some potential, the use of SSM for
audio enhancement purposes is still restricted to special
cases. Even if the attempt is to restore solo guitar mu-
sic, SSM-based techniques face challenging tasks related
to content-based representations of music. As an exam-
ple, the separation of tones whose content overlaps both
in time and frequency as well as the extraction of their
musical features can be mentioned. Extensions to more
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Fig. 5. Time-frequency analysis of the noisy tone (top), the
de-hissed tone (middle), and the bandwidth extended tone
(bottom).

general cases can be viewed as a multi-layered problem,
which would include separation of more general musical
elements in complex sound sources. On the synthesis side
of the chain, the requirements are related to the develop-
ment of model-based music synthesizers with more realis-
tic sounds, and capable of simulating the playing features
of real performances.

Finally, it is worth mentioning that SSM- and content-
based audio processing is still in a youthful stage of devel-
opment. However, as long as it develops into better ways
to represent and recreate sound sources, performing audio
enhancement within the SSM framework can lead to bet-
ter results compared to those attained by using traditional
techniques.

ACKNOWLEDGMENT

The work of P. Esquef has been supported by a scholarship
from CNPq-Brazil and the Sound Source Modeling project

of the Academy of Finland. V. Välimäki has been financed
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ABSTRACT

This paper demonstrates the applicability of Kautz filters in
audio signal processing. New methods for the choosing of
Kautz filter poles are presented and utilized in two audio
oriented applications.

1. INTRODUCTION

Frequency warping using allpass structures or Laguerre fil-
ters [7] has found increasingly applications in audio signal
processing due to good match with the auditory frequency
resolution [3, 8]. Kautz filters [6, 2] can be seen as a fur-
ther generalization where each transversal element may be
different, including complex conjugate poles. This enables
arbitrary allocation of frequency resolution for filter design,
such as modeling and equalization (inverse modeling) of
linear systems.

After a brief theoretical background of implementation and
design principles, we present two examples as case studies
of using Kautz filters in modeling and inverse modeling of
audio systems. In the first case we apply the method to loud-
speaker response equalization. The second case deals with
the modeling of guitar body impulse response.

2. KAUTZ FUNCTIONS AND FILTERS

For a given set of desired poles fzig in the unit disk, the cor-
responding set of rational orthonormal functions is uniquely
defined in the sense that the lowest order rational functions,
square-integrable and orthonormal on the unit circle, ana-
lytic for jzj > 1, are of the form [9]

Gi(z) =

p
1� ziz

�

i

z�1 � z�i

iY

j=0

z
�1 � z

�

j

1� zjz
�1

; i = 0; 1; : : : : (1)

A Kautz filter is a finite weighted sum of functions (1),
which reduces to a transversal structure of Fig. 1. Defined

Figure 1: The Kautz filter. For zi = 0 in (1) it degenerates
to an FIR filter and for zi = a;�1 < a < 1, it is a Laguerre
filter where the tap filters can be replaced by a common pre-
filter.

in this manner, Kautz filters are merely a class of fixed-
pole IIR filters, forced to produce orthonormal tap-output
impulse responses. However, the fact that functions (1)
provide a (Fourier) basis representation for any causal and
finite-energy signal or system allows for linear-in-parameter
models for many types of system identification and approx-
imation schemes, including adaptive filtering, both for fixed
and non-fixed pole structures. Here we address only the
“prototype” least-square (LS) approach to approximation,
implied by the orthonormal Fourier series expansion with
respect to functions (1).

A Kautz filter produces real tap output signals only in the
case of real poles. However, from a sequence of real or
complex conjugate poles it is always possible to form real
orthonormal structures. From the variety of possible solu-
tions it is sufficient to use the intuitively simple structure
of Fig. 2, proposed by Broome: the second-order section
outputs of Fig. 2 are orthogonal from which an orthogonal
tap output pair if formed [2]. Normalization terms are com-
pletely determined by the corresponding pole pair fz i; z

�

i g
and are given by pi =

p
(1� �i)(1 + �i � i)=2 and qi =p

(1� �i)(1 + �i + i)=2, where i = �2REfzig and
�i = jzij

2 can be recognized as corresponding second-order
polynomial coefficients. The construction works also for
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Figure 2: One realization for producing real Kautz functions
from a sequence of complex conjugate pole pairs.

real poles but we use an obvious mixture of first- and second-
order sections, if needed.

2.1. Kautz filter design

Kautz filter design can be seen as a two-step procedure in-
volving the choosing of a particular Kautz filter (i.e., the
poles) and the evaluation of the corresponding filter weights.
For the latter, and in the case of a given target response
h(n) or H(z), we use simply the Fourier coefficients, ci =
(h; gi) = (H;Gi), easily obtained by feeding the signal
h(�n) to the Kautz filter and reading the tap outputsx i(n) =
Gi[h(�n)] at n = 0: ci = xi(0). This implements convo-
lutions by filtering and it can be seen as a generalization of
rectangular window FIR design.

The contrast between the easy and well-defined model pa-
rameterization task and the complicated and non-linear
model selection problem makes it tempting to use sophis-
ticated guesses and random or iterative search in the pole
position optimization. As a more analytic approach, the
whole idea in the Kautz concept is how to incorporate de-
sired a priori information to the Kautz filter. This may mean
knowledge on system poles or resonant frequencies and cor-
responding time-constants, or indirect means, such as all-
pole or pole-zero modeling. Furthermore, we have adopted
a method proposed originally to pure FIR-to-IIR filter con-
version [1], to the context of Kautz filter pole optimization.
It resembles the iterative Steiglitz-McBride method of pole-
zero modeling, but it genuinely and effectively optimizes (in
the LS sense) the pole positions of a real Kautz filter, pro-
ducing unconditionally stable and (theoretically globally)
optimal pole sets for a desired filter order. In this paper we
use the above BU-method as such or combined with, e.g.,
warped design or manual tuning of poles.

3. AUDIO APPLICATION EXAMPLES

We demonstrate the applicability of Kautz filter design in
two different types of audio-oriented applications. The first
one is the loudspeaker equalization task where frequency
resolution is distributed both globally and locally. In the
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Figure 3: Kautz equalizers and equalization results for or-
ders 9, 15, 30 and 38, compared to the measured loud-
speaker response and the equalizer target response.

second case we use Kautz filters to model the body response
of an acoustic guitar where the lowest frequencies are of
primary interest.

3.1. Example 1: Loudspeaker equalization

An ideal loudspeaker has a flat magnitude response and a
constant group delay. Simultaneous magnitude and phase
equalization would be achieved by modeling the response
and inverting the model, or by identifying the overall system
of the response and the Kautz equalizer, but here we demon-
strate the use of Kautz filters in pure magnitude equaliza-
tion, based on an inverted target response. The measured
loudspeaker magnitude response and a derived equalizer tar-
get response are included in Fig. 3. The sample rate is 48
kHz.

As is well known, FIR modeling has an inherent emphasis
on high frequencies on the auditorily motivated logarithmic
frequency scale. Warped FIR (or Laguerre) [3] filters re-
lease some of the resolution to the lower frequencies, pro-
viding a competitive performance with 5 to 10 times lower
filter orders than with FIR filters [4]. However, the filter or-
der required to flatten the peaks at 1 kHz in our example is
still high, of the order 200, and in practice Laguerre models
up to order 50 are able to model only slow trends in the re-
sponse. The proposed BU-method provides good pole sets
for orders at least up to 40 and in Fig. 3 we have presented
Kautz equalizers and equalization results for orders 9, 15,
30 and 38. For orders above 15, the BU-method produces
poles really close to z=1 and omitting some of these poles
actually tranquilize the low frequency region.

To improve the modeling at 1 kHz, we added three to four
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Figure 4: Kautz equalizers and equalization results for or-
ders 23, 32 and 34, with combinations of manually tuned
and BU-poles.
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Figure 5: Manually tuned 20th order Kautz equalizer and
the target magnitude response.

manually tuned pole pairs to the BU-pole sets, correspond-
ing to the resonances in the problematic area. Results for
final filter orders 23, 32 and 34 are displayed in Fig. 4.

Finally, we abandon the pole sets proposed by the BU--
method and try to tune 10 pole pairs manually to the target
response resonances. The design is based on 10 selected
resonances, represented with 10 distinct pole pairs, chosen
and tuned to fit the magnitude response (Fig. 5).

A comparison of equalization results for some of the pre-
vious Kautz equalizers, and those achieved with FIR and
Laguerre equalizers of orders 200 and 100, respectively, is
presented in Fig. 6.

3.2. Example 2: Acoustic guitar body modeling

As another example of Kautz modeling we approximate a
measured acoustic guitar body response sampled at 24 kHz
(Fig. 7). The obvious disadvantage of a straightforward FIR
filter implementation is that modeling of the slowly decay-
ing lowest resonances requires a very high filter order. All-
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Figure 6: Comparison of FIR, Laguerre, and Kautz equal-
ization results.
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Figure 7: The measured impulse response of an acoustic
guitar body.

pole or pole-zero modeling are the traditional choices in im-
proving the flexibility of the spectral representation. How-
ever, model orders remain problematically high and the ba-
sic design methods seem to work poorly. Perceptually mo-
tivated warped counterparts of all-pole and pole-zero mod-
eling pay off, even in technical terms [5], but here we want
to focus the modeling resolution more freely.

Figure 8 demonstrates that the BU-method is able to capture
essentially the whole resonance structure. The Kautz filter
order is 102 and the poles are obtained from a 120th order
BU-pole set, omitting some poles close to z = �1. Lower-
order models are achieved, e.g., by further pruning of the
pole set.

Especially in this case of a target response dominated by the
low-frequency part, we may compose very low order Kautz
models with a combination of warping and BU-method: the
BU-method is first applied to the warped target response
[3] and then the poles are mapped back to the original fre-
quency domain according to the inverse allpass transfor-
mation. In Fig. 9 are presented the magnitude responses
of the attained Kautz models for orders 10, 16, 20 and 40,
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Figure 8: A 102th order Kautz model and the target mag-
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Figure 9: Displayed with offset from top to bottom, Kautz
models of orders 10, 16, 20 and 40, and the target magnitude
response.

where we used (allpass) warping parameter � = 0:7. It is
quite surprising that the BU-method found the five promi-
nent resonances at model order 10, i.e., with exactly five
complex conjugate pole pairs, in contrast to the unwarped
case, where the required filter order is about 100.

Finally, in Fig. 10 we demonstrate that good fit to the five
prominent resonances of the 10th order Kautz filter of Fig. 9
means also good match in the time-domain.

4. CONCLUDING REMARKS

We have demonstrated the potential applicability of Kautz
filters in some typical audio signal processing tasks. They
are found flexible generalizations of FIR and Laguerre fil-
ters, providing IIR-like spectral modeling capabilities with
well-known favorable properties resulting from the orthonor-
mality. A more detailed presentation of the underlying the-
ory and the merely stated audio application results can be
found in other related ˜/publications at
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Figure 10: The impulse response of the 10th order Kautz
filter compared to the measured response.

http://www.acoustics.hut.fi as well as MAT-
LAB scripts and demos in ˜/software/kautz.
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DQG�WKH�FRUUHVSRQGLQJ�KDOIWRQHG�LPDJH� �

1. ,1752'8&7,21 

There does not seem to be much research in the field of 
test image evaluation. How to determine or create a good 
test image. What are the essential characteristics of a good 
test image? How to determine that a particular image is 
good for testing some specific image processing algo-
rithm? More often than not researchers rely on commonly 
used but very limited test image sets. We encountered this 
problem, when we wanted to test the image-processing 
system we implemented for an ink jet marking machine 
[1, 2]. In our other study [3, 4, 5] we used genetic algo-
rithms (GA) for software testing purposes. In this work, 
we try to combine the knowledge of these two previous 
studies in order to use GA for generating test images for 
halftoning methods. This study concentrates on finding 
how wavelets can be adapted to image comparison as es-
sential component of the fitness function. 

����� *HQHWLF�DOJRULWKPV�

Genetic algorithms [6] are optimization methods that 
mimic evolution in nature. They are simplified computa-
tional models of evolutionary biology. A GA forms a kind 
of electronic population, the members of which fight for 
survival, adapting as well as possible to the environment, 
which is actually an optimization problem. GAs use ge-
netic operations, such as selection, crossover, and muta-
tion in order to generate solutions that meet the given op-
timization constrains ever better and better. Surviving and 
crossbreeding possibilities depend on how well individu-
als fulfill the target function. The set of the best solutions 

is usually kept in an array called population. GAs do not 
require the optimized function to be continuous or deriv-
able, or even be a mathematical formula, and that is per-
haps the most important factor why they are gaining more 
and more popularity in practical technical optimization. 
The genetic algorithm (GA) in this study was written in 
Java. One of the advantages of Java is its easiness to use 
image handling procedures. However, the execution speed 
of Java programs may not be the best possible.   

����� 'LWKHULQJ�

Digital halftoning [7], or dithering, is a method used to 
convert continuous tone images into images with a limited 
number of tones, usually only two: black and white. The 
main problem is to do the halftoning, so that the bi-level 
output image does not contain artifacts, such as alias, 
moiré, lines or clusters, caused by dot placement [8]. The 
average density of the halftoned dot pattern should inter-
polate as precisely the original image pixel values as pos-
sible. Dithering methods include static methods, where 
each pixel is compared to a threshold value that is ob-
tained e.g. from a threshold matrix, generated randomly 
or is a static median value. Depending on matrix this 
method can create both frequency or amplitude modulated 
halftones. There are also error diffusion methods, such as 
Floyd-Steinberg and Jarvis-Judge-Ninke coefficients. In 
these methods the rounding error of the current pixel is 
spread on those neighboring pixels, the bi-level value of 
which is not yet determined. 
 

This study concentrates only on frequency modulated half-
toning methods. The halftoning methods used here were 
Floyd-Steinberg (FS), and Jarvis-Judge-Ninke (JJN) error 
diffusions and thresholding with 16×16 ordered threshold 
matrix [7] (THO), and with GA optimized 16×16 thresh-
old matrix [2] (THG). Also rounding (NEAR) the nearest 
bi-level tone (black/white) was used to compare results 
with, since it should lead rather poor halftone result and 
therefore lead worst results with each target function. 

����� +DDU�:DYHOHW�

The wavelet transforms [9] are signal processing opera-
tions that decompose signals into components at different 
frequency scales. A wavelet transform represents a sum of 
wavelets on different locations and scales. It is based on 
multiresolution analysis. The most well known and sim-
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plest wavelet is Haar function (filter). The characteristic 
property of Haar function is sharp edges. Haar filter is 
special case of Daubechies filter family; it is actually order 
one Daubechies filter, and the only one of that orthonor-
mal filter family that has explicit expression. Decomposi-
tion in the Haar basis eliminates high frequency terms 
when the input sequence is constant. Haar function is of-
ten used for images with high contrast of black and white; 
therefore, we can assume Haar function well suitable 
when applied to halftoned images.  

����� &RPSDULQJ�WKH�LPDJHV�

Comparing a dithered image with the original one is ob-
viously a challenging problem. One cannot simply use 
pixel by pixel comparison, since dithered images usually 
have only two tones. The minimum difference by that 
measure would be achieved if every gray tone were 
rounded to the nearest tone (black or white), which in 
practice usually results in poor images. Better image com-
parison methods have been developed [7, 10].  
 

In addition, a set of methods called inverse halftoning [7] 
has been developed.  From these the perhaps most com-
mon is the low pass filtering method. In this method, im-
ages are first low pass filtered and the resulting images 
are then compared pixel by pixel. The problem with low-
pass filtering is that the high frequencies will disappear 
and the images get a somewhat blurred overall appear-
ance. However, this method is easy to implement and it 
enables pixel by pixel comparison. In a way the blurring 
by low pass filtering also resembles human eye percep-
tion: when we look the image from a distance the small 
details disappear and the visual observation of larger ob-
jects is averaged out from the small details. 
 

If the images are not compared properly, the received 
evaluated difference between images may as well depend 
on the comparison method used as the actual difference 
between the images, i.e. the dithering methods used. 
Several fitness functions i.e. image comparison methods 
were tested in refs. [11, 12].  
 

This study concentrates on using Haar wavelet in the 
comparison. Since the original and halftoned image 
represents the same image, Haar wavelet coefficients of 
them should be related. The lower frequency coefficients 
should be quite similar, since the average gray for both 
images should be approximately the same. The higher the 
frequency the more the coefficients are likely to diverge. 
A certain weight coefficient for each frequency scale is 
used to determine the significance of different level 
wavelet coefficient difference.  

����� 5HODWHG�ZRUN�

Wavelets have been applied for finding similarities on 
images i.e. image comparison in refs  [13, 14]. In the 
previous studies on finding optimum halftone patterns the 
human eye modulation transform function [15] is 
considered the best method, while especially optimization 
speed may favor more simple methods.  

Genetic algorithm were previously adapted to the 
dithering problem [16, 17]. For further references of GAs 
in image processing see e.g. bibliography [18] or book 
[19].  Image generation with GA is used at least in ref. 
[20]. Image generation for algorithm validation is 
represented in ref. [21]. GAs has previously been adapted 
to automatic software test data generation in several 
studies, see refs. [3–5] and references therein.�

��� 7+(�352326('�0(7+2'�

This work is a continuation to that given in refs. [11, 12]. 
The image comparison in those papers were done using a) 
pixel by pixel comparison using low pass filtered images, 
b) tone difference between consecutive pixels in each im-
age, c) the average density at the corresponding image ar-
eas, d) a hybrid of the three previous methods, and e) edge 
detector and comparing edge locations. 
 

The GA runs as an independent program and optimizes 
parameter vectors which are used by an image generator 
to create images, which are further sent to the object soft-
ware, that halftones it and returns the resulting image. 
The pixelgrapper reads pixels from both the test image 
and its halftoned transformation image and transmits 8-bit 
pixel arrays of both images to the fitness function evalua-
tor. The difference between these images is used as the 
fitness function. GA generates new parameter vectors by 
using crossover and mutation, favoring those parent 
chromosomes that previously had gotten a high fitness 
value. Test images in this study were created by optimiz-
ing parameters, such as place, size and color of elemen-
tary graphical objects, like lines, rectangles, circles and 
ASCII characters, together with the background tiles and 
colors all encoded as one GA chromosome. �

����� ,PSOHPHQWDWLRQ�

The implementation used integer coded GA, where the 
chromosome consisted of total 79 parameters. From those 
the first seven parameters were for background, three of 
them break background into four segments and the other 
parameters determine the tone E of each background 
segment. This way one parameter does not dominate 
optimization. However, the background might still 
become monotone if one segments takes the whole space 
or the tone parameters EQ are equal. Next 70 parameters 
where divided into 10 groups of 7 parameters, each 7 
parameter long group defines one elementary image object 
as follows: 

1. Image object (line, rectangle, oval, ASCII character); 
for characters also the font style. 

2. Object color. 
3. Object starting point; [ coordinate. 
4. Object starting point; \ coordinate. 
5. Object length in [ coordinate direction or character 

font size. 
6. Object length in \ coordinate direction or character 

font type. 
7. Not used or the character value (only printable 

ASCII characters were used). 
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All objects are opaque and may cover partly or totally 
earlier created objects. Background is created first and 
then the other objects on it. 
 

The generated image as such was still quite monotonous. 
Normal image usually has more variation between 
neighboring pixels. Our test image was further diversified 
by adding chaotic data with Verhulst [22] logistic 
equation: )1( 11 −− −×=

LLL
[D[[ � The chaotic data was 

used rather than random noise in order to control diversity 
and to keep the added noise repeatable. The last two 
parameters of the chromosome forms 16-bit value D for 
Verhulst function that was scaled to be a decimal number 
in range [2, 4].  The optimization process usually favored 
such chaos parameters that generated striped patterns 
rather than patterns that resemble uniform random noise.  
 

The size of the generated image was selected to be 
256×256 pixels, so that the values of most parameters 
would fit into eight bits. Population size was 50, elitism 
40%, total 3050 evaluations (initial population + 100 
generations) were done, uniform crossovers was used, and 
the mutation probability was 1%. �

��� (;3(5,0(17$/�5(68/76�

These experiments concentrated on finding a target func-
tion based on Haar wavelet coefficients. Target function 1 
is given by equation (1). The notations used are the 
following: A = original image, B = halftoned image, S = 
wavelet coefficients, K represents different scales 
(levels), i and j are indices to the wavelet coefficients of 
particular level, W is weight coefficient for difference of 
wavelet coefficients, and X represents the threshold 
against which the wavelet coefficient are compared with. 
This target function compares images by counting the 
amounth of wavelet coefficients that differs from each 
other over some threshold value, which may be different 
for different frequency scales.  In practice if the sum is 
small the images are similar to each other.  
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Haar wavelet coefficients for the original and halftoned 
images should be quite similar at large scales, however 
the difference between them tends to increase the higher 
the frequency scale. However, when comparing images 
the coefficient similarity for the lower frequency scale is 
more important. 
 

Table 1 represents the maximal fitness values obtained us-
ing formula 1 for each test image set. Standard test image 
set (STD) contains 13 test images [23] {Airplane, Bar-
bara, Bird, Boat, Bridge, Camera, Frog, Goldhill, Lenna, 
Mandrill, Peppers, Washsat, and Zelda} that are often 
used for expressing image processing systems. Random 
noise images (RN) contained 10 gray noise images gener-
ated by a random generator. One tone images (BCR) con-
tains 256 possible 8-bit one tone gray images. Test images 

(GI) generated by genetic algorithm contained best values 
obtained from five different GA optimization runs. 
 

7DEOH����Best fitness values for different test image sets 
with target function 1.�

 FS JJN THO THG NEAR 

STD  280827 396177 324519 331283 518184

RN  268107 286279 371756 400798 402969

BCR  301234 348930 262144 259072 16386

GI  369576 471069 500874 465104 525869

Max(STD) Peppers Goldhill Mandrill Bridge Frog

Max(BCR)  30, 225 60, 195∈ [86, 170] 162 ∈ [1, 254]

 

 

)LJ�����An example of a GA generated test images and the 
corresponding halftoned images             
a) Test image for FS.   b) Dithered a. 
c) Test image for THO.   b) Dithered c. 
 

With this target function GA was able to generate test im-
age that resulted proportionally highest fitness value for 
each of the tested halftoning methods. This implies that 
our GA based image generator can optimize test images 
according to the given function. 
 

From table 1 we can further see that according to the 
target function FS is best dithering method for all other 
test images, except for one images (BCR). What is notable 
here is that random noise is not the worst case for any 
halftoning method. If we want to analyze the test images 
generated by GA and evaluate what properties caused the 
high difference between the compared images we want 
them to have some properties that a human eye can 
observe. If our target function considered random noise 
the worst case we would not be able to generate any 
sensible test images. Random noise is still random noise 
after halftoning and human eye does not see that much 
difference when comparing original noise and halftoned 
one. 
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Figure 1 shows examples of GA generated test image. 
With FS and JJN the typical test images shows a kind of 
ghost worms c.f. (fig. 1b). With the ordered threshold 
matrix method the test images caused the kind of behavior 
where the vertical stripes caused by certain chaos 
parameter in the original image are changed into 
crosswise stripes when halftoned (fig. 1d).   

��� &21&/86,216�$1'�',6&866,21�

The results got seem to confirm that our genetic algorithm 
based image generator is capable of generating test 
images for testing different halftoning methods according 
to a given target function. With most cases, GA was able 
to generate test images that resulted highest difference 
score. In the cases were GA did not generated highest 
value it still reached very close to the highest value 
obtained with our static test image set. 
 

In most cases, the halftoned images show some properties 
that evidently differ from the original images. This 
supports the proposal that wavelet based image 
comparison methods are worth considering.  

����� )XWXUH�

However there may not exist only one universal “right” 
way to compare halftoned images with originals. Different 
target functions may discover different kinds of dissimi-
larities between images.  One future research alternative is 
to find a good set of comparison functions that together 
discovers all possible different types of dissimilarities. 
 

The use of wavelets as a hybrid with other methods could 
be studied. The use of also other than Haar wavelets in 
image comparison could be studied. The possibilities of 
applying fuzzy logic to image comparison is under study. 
 

GA coding can be improved. Integer coded GA may not 
be the most suitable for this problem. It is planned that fu-
ture version will more freely create desired objects. More 
massive test runs may eliminate the bias of background 
tone dictation. The significance of other objects and their 
position in the image may be identified if we use static 
background tones and let other features settle.  
 

However, so far the work is been mostly experimental, the 
goal has been to solve what this kind of optimization ap-
proach results in software testing, and how the method 
could be further improved.  
 

After a satisfying fitness function has been found, the 
obvious application of the above testing method is auto-
matic dithering method design. One GA generates half-
tone filters while the other GA tries to create the hardest 
test image for each filter. The best filter being the one 
where the hardest test image is closest to the original after 
dithering. In general, this kind of differential evolution 
based approach could be used in the design and testing of 
demanding software. 
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ABSTRACT

A global optimization approach to active contours is neces-
sary if images to be analyzed have low signal to noise ratio.
In this setting, it is reasonable to study global properties of
energy functions to be optimized. A simple connection be-
tween internal energy functions of active contour models
of a certain type and Rayleigh quotients is derived in this
paper. The importance of Rayleigh quotients lies in the fact
that they are related to eigenvalues of real symmetric ma-
trices. As a consequence, one can study the internal energy
of an active contour model with numerical routines that
are designed for eigenvalue computations of real symmet-
ric matrices.

1. INTRODUCTION

Deformable models [1] are widely used techniques in im-
age analysis and processing. Particularly active contours
[2], also termed snakes, have received a lot of attention.
The idea behind snakes is to regularize edge-detection
by imposing soft constraints on the shape of the contour
to be extracted. This way it is possible to find a contour
from a noisy image without knowing its exact shape or
position. Active contours are frequently applied in med-
ical image analysis [3], but also other applications exist [1].

To be more precise a snake is a curve with an associated
energy function. A contour extraction from an image is
formulated as the minimization of the energy function.
The energy is divided into the internal energy and the
external energy. The external energy is derived from
image data. The internal energy depends only on the shape
of the curve hence regularizing the often ill-posed problem.

The internal energy for the original snake-model [2] was
not invariant to scaling of the curve in order to reduce

sensitivity to initialization imposed by the applied local
minimization technique. For most of the applications, this
solution is not satisfactory, see for example [4], [5]. A
possible solution is to minimize the energy globally and
set hard constraints to ensure admissibility of the result-
ing curve. Normally, this requires the internal energy to
be invariant to translation, rotation and scaling of the curve.

For implementation, it is convenient to approximate the
curve by a polygon, which is completely described by its
vertices. This simple representation is yet a powerful one.
It permits one to incorporate detailed prior information
about the expected shape of the target to be delineated in
the internal energy of the snake [6], [7]. However, fur-
ther analysis of the internal energy function is often omit-
ted. The analysis of its global behaviour may prove to
be important, especially as increased computation power
and improved algorithms allow more efficient energy min-
imization. The intention here is to show that the internal
energy of the snake can be interpreted as a Rayleigh quo-
tient [8]. Rayleigh quotients relate to the eigenvalue prob-
lem for symmetric matrices for which there are a number
of algorithms and software. Hence, the simple connection
provides a fast way to obtain information about the specific
snake model. Assumptions required are not prohibitive and
many active contour models with little or no modification
will satisfy them.

2. SNAKES AND RAYLEIGH QUOTIENTS

A snake is an ordered set of points
� � � � � 	 � � � 	 � � � � �

,
where each snaxel

� � � � � � 	 � � �  " $ &
. Only closed con-

tours are considered and hence subscript arithmetic is mod-
ulo ' . The energy of the snake is

( ) � + � . ( � 0 2 ) � + 3 ) 4 6 . + ( 9 ; 2 ) � + 	
(1)

where
( � 0 2

is the internal energy,
( 9 ; 2

is the external en-
ergy and

. " � @ 	 4 �
is the regularization parameter. The
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internal energy is( � 0 2 ) � +
(2)� C � � �� F � ( � 0 2 ) � � I � � 	 � � � 	 � � � � 	 � � L � 	 � � � 	 � � � � +P ) � +

� C � � �� F � I I C � � �R F � S � U � R 6 � � I I &
C � � �� F � I I � � L � 6 � � I I & 	

where all S � U
are V W V matrices (with the convention thatS � Y � @

). The purpose of the normalization factor
P ) � +

is to yield a scale invariant
( � 0 2

. At least active contour
models presented in [6] and [7] have internal energies,
which can be written in a form (2).

If we now assume that the internal energy (2) is trans-
lation invariant, we can interpret it as a Rayleigh
quotient. For this, let \ � � �  � 	 � � � 	 �  � � � �  �� � � 	 � � 	 � � 	 � � 	 � � � 	 � � � � 	 � � � � �  

. Now (2) can be written
as: ( � 0 2 ) � + � I I ` \ I I &P ) � + 	

(3)

where

` �
bccc
d

6 e S � g h h h S � i j gS � l 6 e S � n h h h S � i j g
...

. . .
...S � � � l h h h 6 e

p qqq
s

and
e

is the V W V identity matrix. However, this is still
not what we are after;

P ) � +
can be zero even if \ is not.

Therefore, recalling that the internal energy is translation
invariant, we assume

� � � v
without any loss of generality.

Let x � � � � 	 � � 	 � � � 	 � � � � 	 � � � � �  
. NowI I ` \ I I � I I ` � @ 	 @ 	 x  �  I I� I I � | � 	 � � � 	 | & � � � @ 	 @ 	 x  �  I I� I I � | ~ 	 � � � 	 | & � � x I I � I I �` x I I �

The normalization factor
P ) � +

is a quadratic form:

P ) � + � � � &� � F & I I � � L � 6 � � I I & 3 I I � & I I & 3 I I � � � � I I & � x  � x 	
where

�
is V ' 6 V W V ' 6 V non-singular matrix. The ma-

trix
�

is also positive definite and hence there is a positive

definite matrix � �
such that � � & � �

[8, Thm. 2.14.2].
The introduction of a new variable � � � � x gives the
interpretation of (2) as a Rayleigh quotient

( � 0 2 ) � + � �  ) � � � � +  �`  �` � � � � ��  � �
(4)

3. PROPERTIES OF RAYLEIGH QUOTIENTS

The next theorem connects the Rayleigh quotient (4) and
the internal energy (2) to the eigenvalues of the real sym-

metric matrix
) � � � � +  �`  �` � � � �

, see [8] Theorems
3.2.1 and 3.3.1 and Exercise 1 at page 111.

Theorem 1 Let � be real and symmetric square-matrix.
The Rayleigh quotient � ) � + � � � � �� � � is stationary at, and
only at, the eigenvectors of the matrix � . At an eigenvector�
, � ) � + � �

, where
�

is the associated eigenvalue. More-
over

� � � � � � � ) � + 	 � � � � � � � ) � +
, where

� �
is the

greatest eigenvalue and
� �

is the least eigenvalue of the
matrix � .

Define
� 3 � � � � � 3 � � I � � @ 	 � � � 	 ' 6 4 �

, where� 	 �
are snakes with ' snaxels. Note that when snakes

are taken as vectors of
$ & �

their addition is simply vector
addition. The scalar multiplication in

$ & �
corresponds to

the scaling of snakes. If we now set
( � 0 2 ) � + � � �

ifP ) � + � @
, where

� �
is the least eigenvalue of the related

matrix
) � � � � +  �`  �` � � � �

we obtain a corollary to the
Theorem 1.

Corollary 1 Let
� �

be the least eigenvalue of the matrix) � � � � +  �`  �` � � � �
related to

( � 0 2 ) � +
. Let the multi-

plicity of
� �

be ¤ . Then the set of snakes of minimum in-
ternal energy ¥ � � � ¦ ( � 0 2 ) � + � � � �

is a vector space.
Moreover, if

� R 	 ¨ � 4 	 � � � 	 ¤ 	
are ¤ snakes correspond-

ing to ¤ linearly independent eigenvectors associated with� �
, a basis for ¥ is� � R I ¨ � 4 � � � ¤ � © � « 	 ¬ � 	

where
« � � � 4 	 @ �  	 � � � 	 � 4 	 @ �  �

and
¬ �� � @ 	 4 �  	 � � � 	 � @ 	 4 �  �

.

The proof of the Corollary is given in the Appendix. Of
course, while performing actual computations, one nor-
mally does not want to find a contour whose length is zero.
However, the above Corollary is still a useful one. For ex-
ample, it is applied in the Section 4.

4. EXPERIMENTS

As an example two particular internal energy functions are
analyzed by computing eigenvalues and eigenvectors of the
related matrices. The internal energy functions are

( �� 0 2 ) � + � C � � �� F � I I � � 6 �& ) � � � � 3 � � + I I &P ) � + 	
( &� 0 2 ) � + � C � � �� F � I I � � 6 �� � I I &P ) � + 	

where

�� � � 4
V ) � � � � 3 � � 3 ¯ � � °' � ± � ) � � � � 6 � � L � + +

and � ± �
is 90 degrees rotation matrix. The function( �� 0 2

is the discretized version of the curvature term of
the internal energy of the original snake model [2]. It
has been normalized by

P ) � +
for scale invariance. The

function
( &� 0 2

is from [6]. Symbols ³ � 	 � � 4 	 V 	
are

used when referring to the matrix
) � � � � +  �`  �` � � � �

corresponding the function
( �� 0 2

.
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Table 1: Minima and maxima of the two energy functions
when the number of snaxels is varied. Minima of

( &� 0 2
are

always zero.
' � � � ( �� 0 2 � � � ( �� 0 2 � � � ( &� 0 2
20 0.0245 1 1.0251
21 0.0222 0.9944 1.0170
30 0.0109 1 1.0110
31 0.0102 0.9974 1.0077
50 0.0039 1 1.0040
51 0.0038 0.9991 1.0029

100 0.0010 1 1.0010
101 0.0010 0.9998 1.0007

Numerical computations were performed by Matlab 5.3
(Mathworks, Natick, MA, U.S.). It uses the EISPACK
routines [9] for eigenvalue calculations. Square roots of
matrices

�
were also computed by Matlab. For this, it

applies the Parlett-algorithm described in [10, p.384]. The
properties of the two internal energy functions that will be
presented are based on numerical simulations. Some of
these ought to be taken with caution. For example, it is
possible to make an error when stating results concerning
multiplicities of eigenvalues. We may not notice that two
eigenvalues are not equal if they are very close to each
other.

Minima and maxima of the both energy functions for sev-
eral values of ' are listed in Table 1. As can be seen
from Table 1, their ranges tended to

� @ 	 4 �
as ' increased.

The least eigenvalue of ³ �
had multiplicity 4. Snakes� R 	 ¨ � 4 	 � � � ¶

, corresponding some four linearly inde-
pendent eigenvectors were related by a linear transforma-
tion, i.e.

� � � · � R � � · � R º I » � @ 	 � � � 	 ' 6 4 �
, where· ¦ $ & ½ $ &

is a linear transformation. Now, noting that
the curves

� R 	 ¨ � 4 	 V 	 ¿ 	 ¶ 	
all had a shape of an ellipse,

by Corollary 1 it follows that all minimum energy curves
of

( �� 0 2
are ellipses. Curves corresponding to all the other

eigenvalues of ³ �
were self-intersecting and hence classi-

fied as inadmissible solutions to the problem. Also from
the shape of these curves it was clear that all linear combi-
nations of them were also self-intersecting.
For the function

( &� 0 2
the curve of minimal energy is, by

the construction, circle. Our simulation verified the fact.
Moreover, since the multiplicity of the least eigenvalue of

³ & was 2, we can conclude that circle is the only minimum
energy curve of

( &� 0 2
. However,

( &� 0 2
had also other admis-

sible curves as stationary points. Some of these are shown
in Fig. 1.

5. DISCUSSION

We have shown how to interpret a scale and translation
invariant internal energy of a snake as a Rayleigh quotient.
The approach is quite general. For example, the snake
models from [6] and [7] can be seen to satisfy our as-
sumptions. The only real restriction of our approach is the
choice of normalization factor. Also normalization factors

Figure 1: Few curves for which
( &� 0 2

is stationary when
' � ¿ @

.

that do not permit the Rayleigh quotient interpretation can
of course be used. However, further studies and discus-
sions about the meaning of the form of the normalization
factor are beyond the scope of this paper.

Rayleigh quotients relate to eigenvalues of the real
symmetric matrices. Because the symmetric eigenvalue
problem is well-studied, the connection allows one to
analyze global properties of the internal energy functions
of the snake models. Here minima, maxima and stationary
points of two internal energy functions were found by
using the derived connection. Another function had also
admissible, i.e. non-intersecting, curves as stationary
points in addition to the ones of minimal energy. This
is an interesting result, because it clearly demonstrates
a disadvantage of gradient descent techniques for the
optimization in the framework of active contours.

APPENDIX

The proof of Corollary 1 is presented. Snakes� R 	 ¨ � 4 	 � � � 	 ¤ , belong to ¥ by Theorem 1. By
assumption that if

P ) � + � @
then

( � 0 2 ) � + � � �
, also« 	 ¬ " ¥ . Since the (algebraic) multiplicity and the

geometric multiplicity of an eigenvalue of a real symmetric
matrix are equal [8],

P ) � R + Â� @
and the first snaxel of

� R
is zero for each

¨
, the set Ã � � � R I ¨ � 4 � � � ¤ � © � « 	 ¬ �

is linearly independent.

Now let
� " ¥ be arbitrary. Then also

� � � 6 � � « 6
� � ¬ " ¥ , where

� �
(resp.

� �
) is the

�
-coordinate (

�
-

coordinate) of the first snaxel of
�

. Furthermore
� � � v

.
Since Rayleigh quotients are differentiable where defined
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and
� �

is the minimum of the Rayleigh quotient corre-
sponding to

( � 0 2
, from Theorem 1 it follows that there

is an eigenvector associated with
� �

that corresponds to�
. Hence,

�
belongs to a space spanned by Ã . Assume

now that
�

is an arbitrary element of the space spanned
by Ã . Then

�
is obtained by a translation from some

linear combination of
� R 	 ¨ � 4 	 � � � 	 ¤ . It follows that( � 0 2 ) � + � � �

and the proof is completed.
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